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ABSTRACT 

 

 Users in cyberspace generated a vast amount of text data by hiding their identity. Those 

anonymous online text writers are distributing misinformation throughout the world. In Ethiopia 

also, the number of anonymous writers who are hiding their identity increases from time to time. 

Such writers use different languages and different social media accounts. Amharic is one of more 

than 80 Ethiopian languages in which misinformation are spread by anonymous online writers.  

Author identification is a scientific method of identifying the author of anonymous texts by 

recognizing and extracting features of the author's writing style. To our knowledge, there is no 

authors identification model or published work to identify anonymous writers for Amharic so as 

to take the necessary measures. This thesis, therefore, aims at exploring the development of model 

for identifying Amharic text authors using stylometry, n-gram or both features and three 

classification algorithms: support vector machine, Naive Bayesian and Neural Network multilayer 

perceptron. In addition, the research investigates the effects of number of articles per author and 

number of authors on the performance of the author identification model. To achieve the aim of 

the study, experimental research methodology was followed. The necessary data (Amharic online 

texts) to train the model is collected and pre-processed, features are extracted and selected. The 

effects of increasing the number of authors and number of articles per authors are investigated in 

two experiments. The discrimination capability of the features and models was then tested using 

an anonymous Amharic online text from a suspected list. From the first experiment, the number 

of authors is inversely proportional with accuracy, precision, recall and f1-scores. On the other 

hand, these performance metrics increase as the number of articles per author increases, as the 

results of the two experiments show. The research findings indicate that merged features are 

better than the individual features for almost all models. NN-MLP-logistics has 90.47% accuracy 

and 90% model performance score for merged features and 27 authors. SVM Linear has 97.52% 

accuracy and 98% model performance score for merged features and 100 articles per 

author.Based on the results of the study we conclude that the Neural Network models are 

preferred to other classification models for small number of online text per authors to authorship 

identification and also the results are stable and show the best identification capability throughout 

number of suspects. We have conducted the experiments with limited number of authors; we 

recommend that further study can be conducted for more number of Amharic online text authors. 
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CHAPTER ONE  

INTRODUCTION 

 

1.1.Background 

 

The exponential growth of internet technology in cyberspace makes human life more 

sophisticated, builds productive systems, creates easily accessible communication channels and 

makes the world one society. Fast and easy communication is enabled via the Internet, social 

media, blogs, emails, and other applications. They've also given the gift of anonymity, which is 

much more valuable. 

Because of anonymous writers, most of the world's society doesn‟t feel secure because of 

improper or illegal online users. Illegal online texts can be distributed rapidly and might attack 

the peaceful relationship among people at national or organizational level, child pornography, 

ethnic racism, spam and religious affairs. Nowadays, most of the terrorist groups use social 

media as a cyber-weapon and as one of their major communication channels to recruit their 

members. These activities have produced the concept of “cybercrime” [1]. Since 2020, the global 

pandemic has expanded cybercrime and made it the biggest threat that causes huge crises all over 

the world.  

In Ethiopia, social media play a vital role for organizations to communicate with people 

and most of them have their own account on social media. The mainstream media are also 

copying their program broadcast through these social media. The social media became the 

biggest platform to advertise products most organizations.  Nowadays, most of the people in the 

country prefer social media as a primary source of information [2].  In contrast, some social 

media and online text in Amharic and other ethnic groups‟ language in the country are being 

misused and people don‟t feel secure [2].   It is difficult to identify illegal social media writers 

and take legal actions because they have an anonymous nature. This has been a challenge in most 

parts of the world and some scholars have been working to find ways of identifying the true 

writer of social media disinformation. Author identification is a sub part of author analysis 

application of text mining which helps to identify the true writer of anonymous text using writing 

style features and machine learning techniques [3]. 

This research focuses on identifying writing style features (n-gram and stylometric), 

classification techniques which are effective for author identification of specific Amharic online 
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text from suspected lists. The technique also explores the effect of author identification accuracy 

and performance when the number of documents per author increases. Amharic is Ethiopian 

national and working language, which has about thirty-two alphabets and geez numbers. More 

than ninety million people speak this language as their native or their second language [4]. This 

research has been identified based on writing-style features such as stylometry (lexical, 

syntactic) and n-gram features; and classification algorithms that include Naïve Bayesian (NB), 

Neural Network (NN) and Support Vector Machine (SVM). It used experimental methods and 

evaluation metrics such as accuracy, precision, recall, and F-score to identify efficient 

classification algorithms and evaluate each group of features of Amharic online text.  

 

1.2. Statement of the problem 

 

Ethiopia is currently in a situation of national level violence, racism and politically related 

instabilities due to misinformation distributed very rapidly using social media, magazines and 

newspapers and the illegal writers are increasing exponentially [4][1]. Amharic social media, 

newspapers  and magazines writers write false narratives and directly attack the country at a 

national level targeting at protected and sacred characteristics of the society like race, ethnicity, 

national origin, place of birth, religion and gender identity [5][1].The anonymous nature of social 

media invites the misuse of online text and makes Amharic illegal text writers the one who can‟t 

be identified [6]. The misuse of social media and illegal Amharic online text users is rapidly 

increasing from time to time in the country because of the lack of identity tracing forensic 

professionals [7]. 

Every language has its own characteristic writing style, which is likewise distinct for each 

author. The writing style of Amharic differs from many other languages in many ways. From the 

character set used in the language's writing system to sentence structure, from the set of 

punctuation used that is unique to the language to morphological complexity and depth. 

Additionally, the language's distinct grammatical rules and other qualities enable authors who 

write in it to create a wide range of styles that are unique not just to the author but also to the 

language. Similarly to how each author has a distinct style each language has a distinct style [8]. 

When an author writes in a given language, he or she must adhere to the language's grammar and 

other standards. Stylometry is one of the writing style features which help to identify authors of a 

text [9] confirmed that English and Chinese languages using Stylometry features recorded that 



3 
 

different results based on their result in English language outperformed than Chinese language. 

Likewise, [10] discovered that 1-grams in Chinese varied significantly from 1-grams in English, 

implying that n-gram characteristics vary by language. Stylometry is divided into four groups 

Lexical (character-based and word-based), Syntactic, Structural and Content specific features 

each of them described in literature review part. Based on the above  and  also different studies 

on authorship identification shows that writing style features like n-gram  and stylometry 

features are different from language to language[11]. Even though the writing style features are 

efficient to author identification of online text, there is not enough research conducted on 

Amharic language yet. According to a recent (2020) [12], a model of author attribution of 

Amharic language was designed using machine learning algorithms such as SVM and NB and n-

gram features. However, no research was found related to combining and comparing both 

stylometric and n-gram features for author identification of Amharic online texts. These methods 

have been used and were effective in some of the other global languages online texts, but the 

accuracy and discrimination capability different from language to language such as [9]. they 

were reported that Chinese and English language totally different in accuracy and discrimination 

capability[13][6][9] [14] [15].  

Different studies on resourceful languages like English reported that using n-gram character 

based features are better for author identification of online short text than stylometric features 

such as lexical and synthetic. At Halmstad University in Sweden, three professionals found that 

n-gram character based perform better than stylometric on English short online text [6]. On the 

other hand, [9] obtained that stylometric features perform better for online short messages in 

both English and Chinese languages, but the result is different: English outperformed Chinese 

[9]. The other scholars, in the Department of Computer Science at University Campus of 

Amravati, India, used the online Enron corpus email dataset and analyzed it using C50 and SVM 

classification algorithms. The word based and character based uni-gram author discriminating 

capability was best for short email texts [16].But in resource scarce languages like Amharic, 

there is no enough empirical research for the language. Moreover, Amharic language does not 

have Natural Language Processing (NLP) tools like extracting Stylometric features from 

Amharic text and data or corpus to perform related research of Amharic author identification 

tasks which mean many collected author‟s text. 

Findings from previous researches on author identification for other languages show that 

when the number of authors or suspects increases, the author identification classification 
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techniques discrimination capability and accuracy decreases or fluctuate the performance 

[6][16][9]. But no research performed to see the effect of increasing number of authors in 

Amharic language through hyper parameter tuning of Neural Network, support vector machine. 

The number of texts per author directly affects the performance of author identification, 

which means classification algorithms need enough datasets to develop the best prediction 

model, but no research done how much the number of text per author affect the author 

identification performance [17] [13] [18] [6]. Thus, to create best prediction model with small 

number of texts per author which is important identifying an effective classification algorithm 

from SVM, NB and NN related to Amharic text corpus. 

 

1.3.Research question 

The thesis answers the following research questions. 

● What type of writing style features is successful in the Amharic text Author identification? 

● What is the relation between the performance of Amharic Author identification and the 

number of authors or suspects? 

● What is the relation between the performance of Amharic Author identification and the 

number of articles (text) per author? 

● From SVM, NB and NN which classification algorithms are more effective for Amharic 

online text Author identification? 
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1.4. Objective of the study 

1.4.1. General Objective 

 

The general objective of this research is to explore the impact of using different features, 

classification algorithms, number of authors and articles per author in the development of a 

model that identifies the author of anonymous Amharic online text from the suspected list. 

 

1.4.2.  Specific Objectives 

 

In order to achieve the general objective the following specific objectives are drawn:- 

● Conduct critical literature review on the author identification of online text of any 

language. 

● Investigate various effective writing-style features for author identification on Amharic 

online texts. 

● Collect Amharic online text corpus from personal blogs, telegram channels, online 

magazines, and online newspapers. 

● Design data preprocessing, feature extraction and classification module of the model. 

● Extract writing style features from online Amharic texts. 

● Develop the prototype model based on the design using python3 programing language 

and Linux operating system. 

● Doing two experimental analyses on the developed model. 

● Identify best classification models that perform best on author identification of online 

Amharic text. 

● Compare and contrast n-gram, stylometry and both combined for Amharic online text and 

find out which is relatively best. 

● Calculate post-analysis evaluation metrics such as precision, recall and f-score with 

respect to features, algorithms, number of texts per author and number of authors.   

● Report the result and make appropriate conclusions and recommendations for future 

research. 
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1.5. Scope and Limitation of the Study 

 

The scope of this research focuses only on the identification of the author of anonymous 

Amharic online texts. Stylometry and n-gram features are used for appropriate author 

identification. Most of the previous study reported that these two features are out performed and 

frequently used for author analysis tasks, but frequent pattern mining not often used. Only three 

classification algorithms are also identified and used that include Naïve Bayesian, SVM and NN. 

These three algorithms are very popular and powerful for text classification tasks the author 

identification somehow similar with text classification problem. These classification algorithms 

are highly affected by the number of classes. The research, therefore, identified and included a 

specific number of authors/suspects only on Amharic online texts. Other Ethiopian languages are 

not included in this research. Only three online data sources such as telegram, magazines and 

personal blogs are used.  

The proposed research has the following limitations 

● To identify authors efficiently, a limited number of authors may be preferable. Based on 

the previous study, the number of authors for classification techniques directly affects the 

performance of algorithms. 

● Incremental evaluations such as features extraction and classification algorithms need 

high performance computers and resources. Especially Neural network multi-layer 

perceptron and SVM hyper parameter tuning are performance intensive. So it needs high 

performance computer. 

● Time and cost limitations to access more resources like collecting more authors‟ online 

texts corpus. 

 

1.6. Significance of the study 

The study has a paramount significance and contribution in the development of testing 

tools and initial study for programs developed for the national security of the country as author 

identification model of Amharic text. The findings suggest that the best algorithm and features to 

evaluate the performance of models that are developed to Author analysis related tasks. This 

work helps to identify the best model that would detect online Amharic text in cyberspace. 

Moreover, security institutions can save a huge capital and resources of the country if they can 

use such evaluation systems as additional for detecting the illegal online Amharic text from 
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suspected list and take predictive and prescriptive measures. These measures could protect the 

country from social crises and unfortunate conflicts due to false information before it is too late. 

Some additional benefits include: 

● Forensic professionals of Ethiopia could use these models to evaluate the performance 

of their model that helps to trace the problem of identifying authors of online Amharic 

texts. 

● This research also suggests some writing styles features which are effective for Amharic 

author identification tasks. 

● Illegal online messages are also posted in other Ethiopian languages such as Afan 

Oromo, Tigrigna, and Gurgegna, etc. Thus, this research gives direction to these ethnic 

languages by adopting features related to those language and classification algorithms.  

● No research is done before related to Amharic author identification using stylometry and 

n-gram together, so this research will be the first to study the behavior of Amharic 

online texts with both stylometry and n-gram features. Therefore, it will serve as a 

reference for further studies by researchers who will study author analysis for Amharic 

texts. 

 

1.7. Organization of the thesis 

This thesis organized as follows, chapter one presented background information of the study, 

statement of the problem, research questions, objective of the thesis, scope and limitation of the 

study, and significance of the study. Chapter two contains the literature review related to this 

thesis and direct related work chronologically. Chapter three described design the architecture 

with detailed of flowchart of the developed model and methodology of the thesis. Chapter four 

presented collected corpus analysis and detailed experimental setup of the models. Chapter five 

describes result and discussion in tabular, graphical and narrative way accordingly. Chapter six 

finally presented conclusion and recommendation of the thesis.          
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CHAPTER TWO 

LITERATURE REVIEW AND RELATED WORK 

 

2.1. Introduction 

 

In this section we are trying to strongly address, understand and analyze related concepts, 

literatures, and methodologies that are important to this research problem. Important points that 

should be reviewed are Author analysis, Author identification, Nature of social media and other 

online data, stylometry features, n-gram features, feature extraction, machine learning and 

comparing text classification with author identification. It is also important to see the 

chronological findings related to this research and assess the research gap of the topic. 

Stylometry and n-gram writing features are used for identifying writers like fingerprints 

are used to identify the identity of individuals. This section is organized in eight sub-sections and 

the first two discuss author analysis and author identification. The third and the fourth subsection 

discuss the two features, stylometry and n-gram. The mathematical and theoretical concepts of 

classification, more specific text classification were discussed in the subsequent two subsections. 

The last subsections discussed text extraction and pre-processing of Amharic online text.  

 

2.2. Author Analysis 

 

Author Analysis is the scientific process of analyzing the features of a written document 

to confirm its authorship. The reporter reviewed authorship analysis as a statistical study of 

linguistic and computational characteristics of the written documents of individuals [19]. This 

implies that there are various methods for authorship identification and analysis for a set of 

provided texts. The interest of authorship analysis and identification research has increased for 

over a decade. The researchers [20]is one of the researchers who presents a survey of the studies 

and the techniques used in the field of authorship analysis. She also shows the process of 

examining the characteristics of a piece of work in order to draw conclusions on its authorship 

[21]. 

Part of author categorization is one of the problems in “author analysis” [22]. Author 

analysis is a collection of fields which includes author characterization and similarity detection. 

The profile or characteristics of the authors are pieces of documents that determine authorship 
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characterization. Most preferable and sophisticated machine learning techniques have been 

applied for authorship analysis. In [22]identified four principal aspects of authorship analysis 

that can be applied to software forensics. These include author identification, author 

discrimination, author characterization and author intent determination.  

This study grouped the definition of authorship analysis into three main fields. The first 

group is similarity detection or author verification. Similarity detection detects plagiarism by 

analyzing two texts [23]. However, the detection of similarities between two published pieces is 

greatly different from the identification of the author. The second group of authorship analysis 

is author identification or author attribution and it is a subset of author analysis that deals with 

discriminating some anonymous writers of a text from the suspected list of authors. Author 

attribution uses text categorization or text classification by extracting features represented in the 

feature vector [20]. Anonymity of cyberspace hides the identity of writers and makes author 

identification of online messages challenging [18]. 

The third category of authorship analysis is author characterization or Authorship 

profiling. Authorship characterization summarizes the characteristics of an author and generates 

the author profile based on his or her writings. Elements of those characteristics include gender, 

cultural and educational background, and also first or second language. 

An examination of the relationship between authorship identification and Authorship 

characterization was written by Middleton Thomas and some others [24]. 

 

2.2.1. Author Identification 

 

Author identification is the science of discriminating the writer of a piece of text from a 

list of authors. It is also called author attribution by linguistic professionals [9]. It is a process of 

exploring the behavior of a piece of writing to conclude the authorship. A linguistic study area 

called stylometry is the basis for author identification. Stylometry refers to analysis of writing 

style. Thus, author identification can be identified as the task of inferring characteristics of a 

document's author from the textual characteristics of the document. It is an attempt to infer the 

authorial characteristics of a piece of linguistic data. In other words, author identification is the 

method of identifying who wrote a particular text [25]. This is a very useful technique that could 

be applied to resolve arguments between two or more people as ownership of a written 

document. 



10 
 

In [26]used only a few more than thirty books recommender systems (RSs) surveyed to 

take the actual text of books into account. Another category of book RSs considers stylometry 

features. They are learned from an author‟s writing, and can help in authorship identification. 

Reporters of [27] Divided stylometry features into five parts such as lexical, syntactic, semantic, 

application-specific and character-based. 

After proper cleaning, feature extraction and normalization of data, there are two 

important roles of author identification. The first step is to establish different features that can be 

used to differentiate authors' writing styles and the second task is to find the best classification 

algorithm that finds the most likely author of a given text [19]. Stylometric and n-gram features 

determine the values of features calculated on feature vectors where suspect names are class 

labels. Consequently, the dataset is divided into training and testing dataset to construct and 

validate the classification models to predict the class labels. Both the features and the form of 

[28]addressed some of the problems of authorship identification in a number of ways. According 

to another study by [29], text analytics and natural language processing concepts are used in 

conventional techniques to describe an author's writing style. More profound paradigms have 

been used to address this topic in recent years. Some features, such as semantic and syntactic 

features are not based on simple statistical analyses [30]. Therefore, it is important to discuss 

some of the most common author identification features in this section below. 

 

2.2.2. Stylometry Features 

 

It is a group of writing-style linguistic features that is based on the observation of a 

distinctive writing style of different writers. Based on the previous study by Zeng et al. 2006 

[13], five types of stylometric features are identified to capture elements that are unique to the 

author. These are lexical, syntactic, content-specific, structural and idiosyncratic features. 

Most studies exclusively concentrate on stylometric features in order to identify authors. 

To cope with the challenges of deciding the best set of features, the majority of researchers 

combine two or more forms of stylometric features[31]. For example, some may combine lexical 

with syntactic, syntactic, and other features, such as punctuation with word-length distributions, 

and others combine lexical with syntactic, syntactic, and other features [31][32].This research 

combined lexical and syntactic features because these features have shown the best 

discriminating power for languages with these features [13]. 
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Lexical features (F1) are used to learn about the preferred use of characters and words of 

an individual. These features include frequency of individual alphabets, frequency of special 

characters, total number of uppercase letters, capital letters used in the beginning of sentences, 

average number of characters per word, average number of characters per sentence [20]. 

Amharic language has characters that are completely different from English language. However, 

this research adopted these groups of features to Amharic language because the features have 

the benefit of being able to be extended to any corpus in any language with no additional 

criteria other than the existence of a tokenizer[20]. 

Syntactic features (F2) are part of stylometric features in sentence level which include 

punctuations, function words, and part of speech. Syntactic features have a discriminating 

power which has different writing styles of sentences [13]. 

Content-specific features are domain dependent features which have the discriminating 

power of a person with a specific writing domain [13].Structural features are the organized 

structure and layout of all individual pieces of documents written and examine sentence and 

paragraph structures within documents. Structure features were suggested to e-mail message 

author identification [33].Idiosyncratic features capture elements that are unique to the author. 

Misspelled words, abbreviations, the use of emojis, and other special characters are examples of 

such features. These four Stylometric features are illustrated on the following table 1. For this 

research adopt those Lexical character-based and syntactic features, because those two group of 

stylometric features easy to develop and the previous researchers reported that relatively good 

performance for English and Chines [9]. 
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Table 1 Stylometric features for English Source from [9]. 

 

Features  Description 

Lexical features 
Character-based features 

1. Total number of characters(C) 

2. Total number of alphabetic characters/C 

3. 3 Total number of upper-case characters/C 

4. Total number of digit characters/C 

5. Total number of white-space characters/C 

6. Total number of tab spaces/C 

7. [7–32]. Frequency of letters (26 features)       A–Z 

33. [33–53] Frequency of special characters (21 features)  

     Word-based features 

54. Total number of words (M) 

55. Total number of short words (less than four characters)/M e.g., and, or 

56. Total number of characters in words/C 

57. Average word length 

58. Average sentence length in terms of character 

59. Average sentence length in terms of word 

60. Total different words/M 

Structural Features 
245. Total number of lines 

246. Total number of sentences 

247. Total number of paragraphs 

248. Number of sentences per paragraph 

249. Number of characters per paragraph 

250. Number of words per paragraph 

251. Has a greeting 

252. Has separators between paragraphs 

253. 2 Has quoted content Cite original message as part of replying message 

254. 2 Position of quoted content Quoted content is below or above the replying body 

255. 2 Indentation of paragraph Has indentation before each paragraph 

256.  Use telephone as signature  

257.  Use url as signature  

258.  Use email  as signature  

Content-specific Features 

271 – 281. Frequency of content specific keywords (11 features) “deal”, “obo”, “sale”, “wtb”, “thx”, 

“paypal”, “check”, “windows”, “software”, “offer”, “Microsoft” 

61. Hapaxlegomena* Frequency of once-occurring words 

62. Hapaxdislegomena* Frequency of twice-occurring words 

      63. Yule‟s K measure* A vocabulary richness measure defined by Yule 

64. Simpson‟s D measure* A vocabulary richness measure defined by Simpson 

65. Sichel‟s S measure* A vocabulary richness measure defined by Sichele 

66. Brunet‟s W measure* A vocabulary richness measure defined by Brune 

67. Honore‟s R measure* A vocabulary richness measure defined by Honore 

      68–87. Word length frequency distribution /M (20 features) Frequency of words in different length 

Syntactic Features   

88–95 Frequency of punctuations (8 features) “,”, “.”, “?”, “!”, “:”, “;”, “ ‟ ” ,“ ” ” 

96–245 Frequency of function words (303 features) The whole list of function words is in the appendix. 
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2.2.3. N-gram features 

 

               N-gram is a contiguous sequence of n items from a given sample of text or speech in 

the fields of computational linguistics and probability. Depending on the application, the objects 

may be phonemes, syllables, letters, words, or base pairs. Usually, n-grams are derived from a 

text or speech corpus. N-grams are also known as shingles when the items are words [34].N-gram 

represents a sequence of n elements in a text next to one another. The elements may be of any 

form, such as a set of characters, phrases, symbols, syllables, etc[6]. Example of a character 

based  3-gram of  “ለአውሮፕላኑ ጥራትና ብቃት ወሳኝ ነው፡፡” is ለአው,አውሮ,ውሮፕ etc. and word 

based of 3-gram  is ለአውሮፕላኑ ጥራትና ብቃት,ጥራትና ብቃት ወሳኝ and ብቃት ወሳኝ ነው፡፡ 

The selected classification algorithms don‟t understand the collected texts in our case so 

we have to convert those collected text corpus into a vector using n-gram character based or 

word-based. So there are steps to convert text into a vector space model. Numbers are used as 

inputs in classification algorithms. This necessitates the translation of the texts into numerical 

vectors [35].This procedure is referred to as tokenization or vectorization. Tokenization divides 

the texts into words or smaller sub-texts so that the relationship between the texts and the class 

can be better generalized. The “vocabulary” of the dataset is defined in this way (set of unique 

tokens present in the data). Vectorization defines a useful numerical metric for describing these 

texts.The subsequent paragraphs discussed how to tokenize and vectorize n-gram models. 

Feature selection and normalization techniques are also discussed.  

Text is defined as a set of specific n-grams in an n-gram vector: list of n adjacent tokens 

(typically, words). For example, in the text "The mouse ran up the clock.", the word 1-gram or 

unigram (n = 1) are ['the', 'mouse', 'ran', 'up', 'clock']; the word 2-gram or bigrams (n = 2) are ['the 

mouse', 'mouse ran', 'ran up', 'up the', 'the clock'], and so on. Tokenizing into word unigrams or 

bigrams offers reasonable accuracy while having less computation time.Vectorization transforms 

these n-grams into numerical vectors using  classification algorithm models after tokenization 

where  the text samples split into n-grams [35]. The indexes assigned to the unigrams and 

bigrams created for two texts are shown in the example below. 

Texts: 'The mouse ran up the clock' and 'The mouse ran down‟  

Index assigned for each token: {'the': 7, 'mouse': 2, 'ran': 4, 'up': 10, 'clock': 0, 'the mouse': 

9, 'mouse ran': 3, 'ran up': 6, 'up the': 11, 'the clock': 8, 'down': 1, 'ran down': 5} 
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Count encoding is one of the vectorizing options of texts after assigning indexes to the n-

grams. Each sample text is represented as a vector that counts the number of tokens in the text. 

For example, since the word "the" appears twice in the text, the element corresponding to the 

unigram "the" is now represented as 2. 'The mouse ran up the clock' = [1, 0, 1, 1, 1, 0, 1, 2, 1, 1, 

1, and 1].  

A similar procedure was applied to the Amharic text. For example, “አንተ እዚህ ለብቻህ 

ቤትህ ውስጥ ሆነህ አንተ ነህ አሉ” = [2, 1, 1, 1, 1, 1, 1]. The problem with the above two methods is 

that common terms such as “a”, “the” and others aren't penalized. This results in higher token 

count for common terms that are not useful for author identification[35] [36].Therefore,  tf-

idfVectorization is used to resolve these problems. Vectorizing the above example using tf-idf 

would be: 'The mouse ran up the clock' = [0.33, 0, 0.23, 0.23, 0.23, 0, 0.33, 0.47, 0.33, 0.23, 

0.33, 0.33]. 

There are a number of other vector representations, but the count and tf-idf encoding 

mentioned above are the most famous ones. This research implemented the tf-idf character-based 

vector representation. 

 

2.2.4. Classification 

 

Categorical (discrete, unordered) class labels are predicted by classification models, called 

classifiers. For instance, to categorize bank loan applications as either safe or risky, we can 

construct a classification model to understand the knowledge at large [37]. Classification has 

many uses, including the detection of fraud, target marketing, prediction of results, development, 

and medical diagnosis. Researchers in machine learning, pattern recognition, and statistics have 

suggested several methods of classification.  

Before a classification method is applied, the data has to be pre-processed and organized 

properly. This first step is the learning process (or training phase) in which the classifier is 

constructed on a training dataset by a classification algorithm. Analytically, for example, a tuple 

X is represented by an n-dimensional attribute vector, X D={x1, x2, …,xn} where  n 

measurements made on the tuple from n database attributes, A1, A2, …, An, respectively. 

Correspondingly, another database attribute called the class label is discrete-valued and 

unordered. It is categorical (or nominal) in that each value acts as a class or group. The training 

sets are sampled randomly from the analyzed database [37]. This step is also known as 
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supervised learning because it is pre-defined to which class each training tuple's class label 

belongs to. 

The classification method at this step is considered as learning a mapping or function, 

YD=f(X), which can predict the associated class mark Y of a given tuple X. After formulating the 

mathematical relationship between the class label and the independent variables, the 

classification model was implemented using different algorithms.  

The last step is to calculate the predictive accuracy of the classifiers [37]. A test set for both 

independent variables and class labels is used to validate and calculate the accuracy of the 

classifiers. The percentage or k-fold cross-validation affects the accuracy of a classifier on a 

given test set. There are lists of the classification algorithms. However, three classification 

algorithms such as Support Vector Machine, Naive Bayes and Neural Network, are found to be 

effective for author identification.   

Support vector machines (SVM) are a group of supervised learning techniques used for 

classification, regression, and identification of outliers [38]. There is nothing more (or less) than 

dual-form linear learning machines that map their input vectors by the use of kernels to a feature 

space and compute the optimal hyperplane [39]. The hyperplane is used to optimize the 

difference in space between points. This allows the model designed for new instances to predict 

the target class. SVM overcomes both linear and non-linear issues. They are effective in high 

dimensional spaces, memory efficient and versatile. However, probability estimates are not given 

directly and over-fitting could be a major problem when the number of features is much higher 

than the number of samples. 

Naive Bayes methods are a series of algorithms for supervised or classified learning based 

on the application of Bayes' theorem with the "naive" assumption of conditional independence 

given the value of the class variable between each pair of characteristics in a learning problem. 

Naïve Bayes classifiers are highly scalable, requiring a number of linear parameters. Instead of 

costly iterative approximation as used for many other types of classifiers, maximum-likelihood 

training can be done by evaluating a closed-form expression that takes linear time [40]. 

The  Bayes theorem states the following relation, provided the class variable y and the 

dependent function vector x1 through xn[40]. 

P(y∣x1,…,xn)=             ∣                  (1) 

Using the naive conditional independence assumption that 

P(xi|y,x1,…,xi-1,xi+1,…,xn)=P(xi|y),      (2) 
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for all i, this relationship is simplified to 

P(y∣x1,…,xn)=    ∏ 
       ∣                  (3) 

Since P(x1,…,xn) is constant given the input, we can use the following classification rule: 

P(y∣x1,…,xn)∝P(y)∏ 
   P(xi∣y)  

y^=argyMaxP(y)∏ 
   P(xi∣y),         (4)   

and to measure P(y) and P(xi|y),  use Maximal A Posteriori (MAP) estimation. P(y) is then the 

relative frequency of classY in the training set. Despite their somewhat over-simplified 

assumptions, in many real-world scenarios, including document classification and spam filtering, 

Naive Bayes classifiers have performed very well [39]. Naive Bayesian is advantageous because 

the algorithm is very simple and needs a small amount of training data. As a result, velocity is 

favored over higher precision in some situations. Besides, It works well with high-dimensional 

data including classification of text and identification of email spam [40]. However, these 

classifiers could be disadvantageous with respect to the assumptions made because all 

characteristics are not typically independent in real life. Simplicity and rapidity compromises 

precision [41]. 

Neural Networks reflect the actions of the human brain, enabling computer programs in 

the fields of AI, machine learning and deep learning to identify patterns and solve common 

problems [42].Artificial neural networks (ANNs) and simulated neural networks (SNNs) are 

subsets of machine learning that are at the core of deep learning algorithms. The human brain 

inspired their name and form, which simulates how biological neurons interact with one another 

[42].Artificial neural networks (ANNs) consist of a layer of nodes comprising an input layer, an 

output layer, and one or more hidden layers. Each node, or artificial neuron, is connected to the 

next and has a weight and threshold associated with it. If a node's performance reaches a certain 

threshold, the node is enabled, and data is transmitted to the next layer of the network. 

Otherwise, no data is passed on to the network's next layer [42].To learn and improve their 

accuracy over time, neural networks use training data. However, once these learning algorithms 

have been fine-tuned for precision, they become powerful tools in computer science and artificial 

intelligence, enabling us to rapidly classify and cluster data. In contrast to manual detection by 

human experts, tasks in speech recognition or image recognition will take minutes compared to 

hours. Google's search algorithm is one of the most well-known neural networks [42].To 

illustrate how the neural network algorithm works, consider each node as a separate linear 
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regression model, with input data, weights, a bias (or threshold), and an output. This is what the 

formula will look like:    

∑ 
                                                                          (5) 

 

      Output =f(x) =          ∑                                                              (6) 

        ∑             

 

Weights are allocated until the input layer is calculated. These weights are used to evaluate the 

value of each variable, with larger ones contributing more to the output than smaller ones. Both 

inputs are first multiplied and then aggregated by their respective weights. The output is then 

passed through an activation function, which decides the output. If the output exceeds the 

threshold defined, the node is fired (or activated), passing data to the next layer of the network. 

This results in one node's output being the next node's input [42]. 

 

2.2.5. Text Classification 

 

A classical problem in natural language processing (NLP) is text classification, also 

known as text categorization, which seeks to assign labels or tags to textual units, such as 

sentences, queries, paragraphs and documents[43]. It has a broad range of applications, including 

answering questions, detecting spam, analyzing sentiment, categorizing news, classifying user 

intentions, moderating content, and so on [43]. To name a few, text data can come from 

numerous sources, including web data, emails, chats, social media, tickets, insurance claims, user 

feedback, and customer service questions and answers. Text is an amazingly rich source of data. 

However, due to its unstructured nature, extracting insights from text can be difficult and time-

consuming. Author identification could be a kind of text classification problem but it is different 

from text classification, because in author identification the writing style is also vital besides the 

content of the text. 
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2.2.6. Text preprocessing 

 

As we understand, in numeric form, machine learning requires data. To translate text into 

a numeric vector, we used encoding techniques such as BagOfWord, Bi-gram, n-gram, TF-IDF, 

and Word2Vec. But before encoding, we first need to clean the text data and this process is 

called text preprocessing and is the very first step to solve the NLP issues [44]. 

In authorship attribution, text preprocessing is a very significant and tedious phase. The 

quality of the feature extraction and classification stages is determined by this preprocessing 

phase [24]. Tokenization, normalization, stop word removal and lemmatization are some of a 

variety of text preprocessing tasks. Tokenization is one of the text preprocessing tasks that 

transform a given text by breaking the input text into pieces  or tokens or morphemes. By finding 

word boundaries in texts, the input texts are tokenized into a series of tokens. As boundary 

markers, white space and punctuation marks are used in some NLP works. Punctuation marks are 

thought to be powerful indicators of an author's writing style in authorship attribution studies. 

The pattern and punctuation marks that an author chooses to use in writing a particular text have 

been carefully considered to reflect the author's writing style. Amharic has its own punctuation 

marks, such as aratnetib (::), deribserez (፤), huletnetib (:), timihiirteankiro(!) and so on. When it 

comes to encodings, the fact that a given language has several encodings for the same character 

sets is a significant issue for tokenization. 

Normalization is the method of converting previously uncanonical text into a single 

canonical form. It allows for separation of concerns by normalizing text before storing or 

processing it, because input is guaranteed to be consistent before operations are carried out on it. 

Text normalization involves understanding what form of text is to be normalized and how it is to 

be handled afterwards; there is no protocol for all-purpose normalization [45]. For example, in 

Amharic text “ይህን” and “ይሕን” should be normalized to one form “ህ” otherwise the two words 

considered as different words. 

Stop word removal is commonly done on articles to delete some of the terms in a given 

study that are not really required. Stop-Words elimination is a standard filtering activity using 

prepositions, conjunctions, etc., that often appear in a text without any detail about the content 

[44]. In Author identification, stop words have the best discriminating power and they are one of 

the stylometric features sub category, syntactic features[13].Appendix A lists some of the 

Amharic stop words. The task of lemmatization entails morphological analysis of words, which 
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entails gathering together the different inflected forms of a word so that they can be analyzed as 

a single object. The method aims to map verb root forms to infinite tense while nouns are 

mapped to a single form [46]. 

 

2.2.7. Feature extraction 

 

For further study, the writing styles of the authors must be extracted from the 

unstructured text. Human beings can extract features with high accuracy when given a 

predefined feature set, stylometric and n-gram, in vector space models. However, due to the 

large number of online messages and the large number of writing-style features, manual feature 

extraction is too labor intensive and time consuming[13].Furthermore, different feature 

extraction procedures are needed due to language differences. Automatic word extraction is 

more difficult in Chinese, for example, since there are no word boundaries. In Amharic 

huletnetib(:) and space together help to separate words and aratnetib(::) to separate sentences. 

This problem can be solved by extracting characters from a text and reassembling words from 

the extracted characters [13]. 

This research developed and extracted stylometric features by counting and calculating 

each category (lexical and syntactic) of stylometric features. However, character based n-gram 

features were automatically extracted using the sklearn python library. 
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2.3. Amharic Language 

 

Amharic is written using a special script derived from the Ge'ez alphabet. Geʽez (/ˈɡiːɛz/- 

ግዕዝ) is the liturgical language of the Ethiopian Orthodox Tewahedo Church [47] It is an ancient 

south semitic language of the Ethiopic branch and the root language for Amharic language. The 

language comes from the horn of Africa, more specifically from southern Eritrea and northern 

Ethiopia areas. Ge‟ez has evolved linguistically to develop Tigrigna and Amharic languages 

[48]. Therefore, Amharic is a semitic language, together with other semitic subfamilies and 

modern languages, Arabic and Hebrew. The Amharic language, also known as “Amaregna'', is 

one of Ethiopia's most widely spoken languages. It is primarily spoken in the country's central 

highlands. It began as a language used by soldiers for security reasons, but it quickly spread 

across Ethiopia and became the country's official language since Emperor Menilik's reign [48]. 

Like many other semitic languages, the Amharic language has a richness in all parts of 

speech(POS) which is based on triconsonantal roots with vowel variants describing 

modifications to, or supplementary detail of the root form [49]. Compound words are represented 

in the Amharic writing system in a variety of ways, and there is no agreed-upon spelling pattern 

for compounds. As a result of this reason and the country's size, widespread linguistic dispersion, 

lexical variation and homophony are very common in the language [49]. Additionally, the 

language has a lot of challenges. Certain phonemes with various symbols have meaning in Geez 

but not in Amharic. When used in Amharic, different symbols have the same phonemes. For 

example, ሀ (hä) with ሐ,ኸ ,ሓ,ሃ,ኻ ,ኃ and ኀ. Such problems create inconsistency or confusion in 

writing the same word with different Amharic spelling and more is discussed in the following 

session. 
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2.3.1. Amharic writing system 

 

The Amharic writing system has a number of problems that make natural language 

processing of Amharic documents more difficult [50].Every basic syllable pattern in modern 

Ethiopic script comes in seven different orders, representing the seven vowel sounds. The first 

order from seven is the most basic; subsequent orders are derived from it by less frequent 

modifications that indicate the various vowels. There are 33 basic symbols or forms, which result 

in alphabets or in Amharic “fidels”(ፊደሎች) patterns of 7*33=231 syllables [49]. Appendix B 

provides more detail on the seven orders of the Amharic full alphabet, horizontally the 33 

alphabets vertically.   

Consonants of various forms are one of the problems in the Amharic language. As 

mentioned above, all of the Amharic's scripts are derived from Geez but it did not select those 

symbols that are only needed for the phonemes from the Geez alphabet [53]. As a result, some 

phonemes with different symbols have meaning in Geez but are unknown in Amharic. As 

Getachew [53]  says, there is no comprehensive study and standard dictionary to use and consult 

these symbols. For example, it is unclear whether or not to compose like “Tsähäy” 

(sun)  as  ፀኃይ፣ፀሐይ፣ፀሀይ፣ጸኃይ፣ ጸሐይ and ጸሀይ  with different “hä” and “Tsä” sound and with 

six possibilities of one word. Wolf Leslau[51] observed the problem of dictionary preparation in 

his Concise Amharic Dictionary, as expressed in his own words:  

“As is well known, the Amharic alphabet has various letters that are identical in 

the pronunciation. This is the case of አ and ዐ, both letters being vowel carriers and no 

longer consonants; ሀ, ሐ and ኀ pronounced h; ሰ and ሠ pronounced s; ጸ and ፀ 

pronounced ts’. As a result of the merger of these letters, there is considerable lack of 

consistency in the Amharic spelling.” 

Another issue in Amharic is that some orders are interchangeably used. In 1982, 

BeletuReda[52] discussed the confusion between the first and fourth orders of some consonants 

in her study. For instance, there are six different spellings of the same word "Häyl" power in 

English which are ሀይል, ሃይል, ሐይል, ሓይል, ኃይል and ኀይል. Similarly, the word "ayn", meaning 

eye, can be written in four different ways: ዐይን, ዓይን, አይን and ኣይን. There is also no 

consistency in the use of the consonant “ወ” in the second order, “ዉ”, and its sixth order, “ው”. 
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The word, for example, dog can be found spelled ውሻ and ዉሻ can be pronounced as "wshä" and 

"wusha", respectively. 

There are twenty characters in the Amharic numbering system. They represent the 

numbers one to ten, as well as multiples of ten (twenty to ninety), and hundreds and thousands. 

Because there is no representation for the zero (0) symbol, no place value, no comma, and no 

decimal point, the Amharic numbering system is unsuitable for arithmetic calculations [53]. 

The Amharic writing system has about ten punctuation marks [54].However, few of them 

are used in practice, particularly in computer systems [55]. In the Amharic writing system, the 

simple punctuation marks are HuletNetib (:) and AratNeteb (::). HuletNetib has two colon-like 

square dots used to separate two words but not used most of the time. Modern Amharic uses 

space as a word separator. AratNetib has four square dots arranged in a square pattern and serves 

as a sentence separator. The language also has other common types of punctuation marks like 

lists in Amharic texts are separated by NetelaSereze(፣), a comma-like character tailed by an 

American Standard Code for Information Interchange (ASCII) space and the equivalent of a 

semi-colon. DeribSereze (፤) may also be used to separate lists. The question mark „?' is one of 

the few punctuation marks borrowed from foreign languages by the Amharic writing system. List 

of all Amharic punctuation marks are located under Appendix C. 

 

2.3.2. Amharic Morphology 

 

Amharic is one of the most morphologically complex languages, with a morphological 

phenomenon known as root pattern morphology. Patterns consisting of a set of vowels that are 

inserted among the consonants of a root to form a stem. In the Amharic script, various affixes 

(prefix, infix, suffix, and circumfix) are used to create inflectional and derivational morphemes, 

adding to the morphological characteristics [56]. 

Looking at the word formation process through inflection and derivation helps to grasp 

the language's morphological complexity. Inflection is the process of word formation by 

changing words to express different grammatical categories. Inflections can be applied to nouns, 

adjectives, pronouns, and prepositions. Number, definiteness, cases like accusative/objective or 

possessive/genitive, and gender can all be inflected in Amharic nouns [59]. Verbs can be 

inflected for any number of factors including person, gender, number, case, tense/aspect, and 
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mood. Thousands of verbs (in surface forms) will be produced from a single verbal root. Verbal 

stems are formed by combining "root + vowels + template" [56].For example, the stem “seber” 

means „broke‟ is made up of the root verb "ስብር” (sbr) + ee + CVCVC[57].It is possible to 

construct verbal stems such as “ሰብር” (säbr), “ሰበር” (säbär), “ሰባብር” (säbabr) and 

ተሰባብር(täsäbabr), “ሰበረው” (säbäräw), “ሰበረች” (säbäräč), “ሰበርን” (säbärn), “አሰበረ” 

(assäbärä), “ተሰበረ” (täsäbärä), “አልሰበረም” (alsäbäräm), “ካልተሰበረ” (kaltäsäbärä), “የሚሰበር” 

(yämisäbär), etc. 

Amharic nouns can be derived from adjectives, verbal roots by embedding vowels 

between consonants, stems, stem-like verbs, and nouns themselves through the derivation 

process[56]. There are only a few primary adjectives in the language. Adjectives may be derived 

from nouns, stems, compound words, and verbal roots. Adjectives can also be created by 

intercalating vocalic components into roots or adding a postfix to bound stems. Different verbal 

stems can be used to create Amharic verbs. Due to the need for precise and quick information 

access, the development of Amharic language processing resources as well as digital information 

access and storage facilities is receiving increased attention[58]. 

Based on BayeYimam[59], the subject of the verb is indicated by subject suffix pronouns, 

as in “ገደልኩ”, meaning „I killed‟; Optionally, the verb's direct object is labeled, as in “ገደለኝ”, 

meaning „he killed me‟; Optionally, certain prepositional phrase complements are marked on the 

noun, for example, “እስኪገድለኝ” which means „until he killed me‟. Bound morphemes are 

attached to the verb and include functional elements including negation signs, conjunctions, and 

certain auxiliary verbs. For example, in “አልገደልኩም” „I did not kill‟, the negation is indicated 

by the prefix term “አል”. Additional morphology in Amharic verbs indicates the person, number, 

and gender of the verb's object (second and third person singular). 

Another problem with Amharic compound words was discussed by Bender and 

Ferguson[53] in 1976. For instance, it's ambiguous either “ሽንት ቤት”  "shäntbet" or “ሽንት ቤት” " 

shänt bet " is the correct spelling for toilet. The phrase "sämtoäl" which means „he has heard‟ is 

another good example. “ሰምቶአል”, “ሰምቷል” or “ሰምትዋል” are all possible spellings. In fact, 

such a problem exists in various languages with words written in various ways. In English, for 

example, the words "recognize" and "recognise" are two different spellings of the same word. 
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Another issue that [60] mentions is the translation of foreign words into Amharic. As a result, 

any automatic Amharic text processing should take into account the aforementioned issues. 

There is also no consistency in the spelling of abbreviations, as evidenced by the 

documents examined. When abbreviating the word ዓመተ ምህረት (in the year AD), for example, 

one can find ዓ.ም or ዓም as possible abbreviations. As a result, these types of phrases should be 

incorporated into a common phrase. Furthermore, the use of hyphens is often contradictory. 

 

2.3.3. Amharic Grammar 

 

Grammar is a collection of structural rules that regulate how sentences, clauses, phrases, 

and terms are placed together in a natural language. These principles govern the order in which 

words should be combined to form sentences. Basic problems in Amharic grammar include word 

order and morphological agreements. In the language, sentences are made up of verb phrases and 

noun phrases. Because of the numerous prefixes and suffixes, Amharic sentences are short in 

terms of number of words [61] [62]. Take the following sentence as an example, “Abebe ate his 

lunch.”  “አበበምሳውንበላ::” “ውን” represents the word "his" and “ውን” is written as a suffix in 

the noun ምሳ, which means "lunch.". As a result, we can conclude that an Amharic sentence has 

a limited number of words relative to the English language.  

In formal Amharic documents, the subject-object-verb (SOV) word order is used, rather 

than the subject-verb-object (SVO) sequence used in English. An example of a simple Amharic 

sentence:“አበበምሳውንበላ::” This means “Abebe ate his lunch” and the sentence ended with a 

verb “በላ”(ate). While there may be OSV sequences in some Amharic texts like 

“ልጁንአባቱመከረው::” that is to say “The boy is advised by his father”, where the object is 

suffixed by the object marker “ን” in this case in formal Amharic texts, however, this word order 

is seldom used [63]. 

The meaning of a sentence may be changed depending on where words are put in a 

sentence unless the word (sentence object) has the object marker „-ን'/'-n'. For example, „አንበሳ 

ጅብ ይበላል‟ this means “Lion eats hyena” and ‟ጅብ አንበሳ ይበላል‟ this means “hyena eats Lion” 

the words used in both sentences have the same, but they have different meanings. „አንበሳ‟ and 

„ጅብ‟ are subject of the first and second sentences, respectively. There are no subject markers or 
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morphemes in Amharic nouns (affix)[59]. A subject, on the other hand, can be defined by its 

location in a sentence. „-ን'/'-n' is an Amharic suffix that is used as a symbol for objects. An 

object can easily be marked by a noun with this suffix. The Amharic words must agree with each 

other in addition to the order and location of words in a sentence. The verb, for example, has a 

subject and an object (in number, gender and person), for a noun adjective (in number and 

gender), adverb in conjunction with a verb (in time), etc. [64][59]. 

 

2.3.4. Amharic Parts of Speech 

 

Like the English language and others, the parts of speech in Amharic are different. 

Identification of a word's function in the form of the sentence in which it appears is a part of 

speech tagging[65]. Part of speech tagging is achieved with the aid of an Amharic POS tagger, 

which generates part of speech from Amharic words in a sentence. The tokenized text from the 

tokenization component is used as the input to this component. The part of speech n-gram feature 

extraction component in the feature extraction stage uses the output of this component, which are 

words with their corresponding parts of speech[66]. 

Amharic parts of speech include nouns, pronouns, adjectives, adverbs, and prepositions. 

Nouns are a type of parts of speech that can be used to describe a place, a name, or a number of 

objects or items[67]. Many factors influence the development of nouns, including gender 

(masculine/feminine), plural or singular, informal or formal, possession, and so on. Suffixes are 

applied to the root of the nouns to create the various combinations. Different suffixes are used 

for different genders[67].Take, for example, the English phrase "how are you?”. In English, this 

sentence is the same for both men and women, but in Amharic, it is different “dehnaneh” 

”ደህናነህ” and “dehnanesh”  “ደህናነሽ?.When speaking to a female, the end of the word should 

sound “sh”, for male, the word ends in "h" sound. If they are referring to a male or female, they 

form plurals by adding “woč” or “oč”  to the noun (depending on whether the word ends in a 

vowel or a consonant)[68]. 

Pronouns are words that are used in place of nouns and can do all of the functions that 

nouns do[24]. A pronoun can function as a subject, direct object, indirect object, object, or a 

combination of these functions[68].There are ten personal pronouns in Amharic, which are  

“እኔ”(I),”አንተ”(you for male),”አንቺ”(you for female) 
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,”እሱ”(He),”እሷ”(she),”እኛ”(we),”እናንተ”(you for plural form),”እነሱ”(they),”እርስዎ”(you for 

respect) and “እርሳቸው”(he/she for respect)[24][68]. 

Prepositions are limited-number words that are commonly used before nouns to indicate 

their relationship to another part of a clause. Prepositions such as “የ”(ye) , “ከ”(ke) , “እንደ” 

(ende) are some of the examples. Verbs are words that explain an action. A collection of (usually 

three) consonants makes up an Amharic verb root. To build verb forms, one or more suffixes and 

prefixes are typically added, and they always agree with their subjects. Individual, number, and 

gender are all identified in verbs, and a verb form may also agree with the verb's direct or 

indirect object. The person, number, and second and third person singular, gender, and the object 

of the verb are often indicated by additional morphology in Amharic verbs[67]. Some examples 

of Amharic verbs are “መከረኝ” meaning in English “he advised me”,“መከረሽ” means “he 

advised you: feminine‟  and  “መከረ” meaning in English 'he advised‟.  

There are only a few primary adjectives in Amharic. Adjectives may be used on their 

own, but they are most widely used as a suffix to a noun. Adjectives, in general, are words that 

define or modify another person or object in a sentence. For instance, in the case of  

ቀይእስክረቢቶ (a red pen), the adjective ቀይ (red) describes the noun እስክረቢቶ (pen) [62].A part 

of speech that adds more detail to a noun, adjective, another adverb, a word, a clause, or a 

sentence is called an adverb [62].Some examples of Amharic adverbs are ትንሸ (a little bit), 

ብዙ(a lot), ዳግም(also), ሁሌጊዜ (always) etc. 

Conjunction is a word that connects words, phrases, clauses, sentences, and other items. 

They come in a small number and can be combined with verbs, nouns, and adjectives. A few 

Amharic conjunction examples are እና (and), ስለዚህ(because) and  ስለሆነም (Therefore). In this 

research we are using most of the character based features both in n-gram and stylometry. 

Function words are used in the syntactic stylometry feature. Lack of a well-developed Amharic 

POS tagger was one of the challenges in using every word of the online texts author 

identification purposes.    
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2.4. RELATED WORK 

 

2.4.1. Author identification using n-gram 

In [69] experimented with language independent profiles for authorship identification 

using feature extraction characters of byte level n-gram. As a corpus, the experimenters 

collected modern Greek weekly newspapers called TOBHMA and books from different authors 

of English, Chinese and Greek. The writer used dissimilarity measures as a technique and 

showed relatively the best result, around 83%. 

The researchers [70]performed research on feature selection for author identification 

using variable length character based n-gram. The writers reported 50 different authors of 

English Reuters corpus. This number was a relatively large number of authors used in the report 

and also they used SVM classification algorithms.  

Recently,[12]designed a model of the author attribution for Amharic document using 

machine learning SVM and NB. The writer used the writing style features of n-gram (character 

based, word based, part of speech tag, space and punctuation) with a python sklearn library of tf 

and tf-idf. The study also used a dimensionality reduction technique called PCA (Principal 

Component Analysis) to reduce irrelevant features and enhance the performance of the designed 

model. The writer used 10-fold cross-validation to split the training and testing sets of the 

collected dataset to deploy the two classification models. The results of the designed model were 

evaluated using the most common way of evaluation metrics called precision, recall, and f-score.  

The dataset used for the training and testing of the model by this author was collected 

from two major sources. The first category was from “Kumneger” magazines and Reporter 

newspapers. These were collected for twenty (20) authors from 2013 to 2019, with different 

topics and more than 2000 documents. The second category was collected from poems of 

Bewketu Seyoum and Gebrekristos Desta, and constitutes more than 120 poems. 

  His SVM results achieved 86.77% accuracy with the first collected data set, the 

combination of writing style features character based 3-gram and word plus_pos 4-gram. The 

average precision, recall and f-score were 88%, 87% and 87%, respectively. The second dataset 

of the two authors resulted in 96% accuracy[12].  This research has also used the same metrics 

and added accuracy to get more justifiable comparison among the features and models. Using 

Stylometry and n-gram features and also additionally using Neural Network multilayer 

perceptron makes this research different from the previous Baher Hussen[12].works and also in 
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addition to this evaluating the features and the three classification algorithm in the way of by 

increasing number of authors and number of articles per authors. 

2.4.2. Author identification using stylometry 

In [15] have used stylometry features and studied the effects of a number, the type of 

feature sets, size of text, and the number of text documents per author on the author identification 

accuracy for both emails and text documents .The analyzed result for five authors reported 84% 

of accuracy, on average. In another study, [14] extracted the most appropriate features that 

represent the style of an author using Stylometry linguistic style and suggested a strong insight to 

define unique identity features as a fingerprint. Based on their analysis, they obtained 75.1% 

accuracy using SVM on 10 different authors of Portuguese language. In [71] conducted a similar 

approach to identify changes in the writing style of seven authors of English but used another 

supervised learning algorithm called logistic regression in addition to SVM.  In [17] used 

English articles, short stories and emails of 15 maximum authors. The experimenters used SVM, 

A multilayer perceptron (MLP) and Decision Tree from classification algorithms and obtained 

84% accuracy based on MLP. 

In [72] analyzed SMS authors incrementally starting from 5 to 70 English SMS suspects. 

The analysis used uni-gram features with statistical methods of cosine similarity and Euclidean 

distance. The authors suggested that ten authors' dataset gives the best accuracy estimate. They 

also found that the cosine similarity analysis method gives 33.5% to 40% accuracy if all the 70 

authors‟ dataset is used. 

2.4.3. Author identification using stylometry and n-gram 

 

In [16]analyzed and identified generalized features and computational author identification. 

As a computational method, they used SVM and performed better, resulting in 88% accuracy 

with generalized features which are stylometry and n-gram. The experimenters used a corpus of 

Enron corpus email dataset C50 of 50 authors. Based on their experiment, word-based and 

character based uni-gram features have better discriminating capability for short email texts.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                   

Analyzed author identification using statistical techniques such as Euclidean, cosine and 

Manhattan distance with stylometry and n-gram and experimented on 40 authors of the English 

tweet dataset [6]. The result obtained through the experiment was 92 - 98.5% accuracy and the 

report said that n-gram based analysis showed relatively better results.
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2.4.4. Summary of related work in table 

Table 2 Summary of related studies with different languages, features and algorithm techniques 

Author and Reference  Year Features Techniques Number 

of 

Authors 

Language  Accur

acy 

Anderson et [15] 2001 Stylometry SVMs 5 English 84% 

Vlado et al.[69] 2003 n-gram dissimilarity measure 9 English, Chinese and 

Greek 

83% 

EfstathiosStamatatos and 

John Houvardas[73] 

2006 n-gram SVM 50 English 74.04% 

Daniel et al. [14] 2007 Stylometry SVM 10 Portuguese  75.1% 

Ragel, R et al. [72] 2013 n-gram(unigram) cosine similarity and the 

Euclidean distance  

70 English 39% 

Smita et al. [16] 2015 Stylometric & n-

gram 

SVM 50 English 88% 

Sujata et al. [17] 2018 Stylometry SVM, MLP and decision 

tree 

15 English 84% 

Grigori et al. [71] 2018 Stylometry SVM and logistic 

regression 

7 English 88.9% 

BaherHussen[12] 2020 n-gram SVM and Naïve Bayesian 20 Amharic 87% 

Nicole Mariah Sharon 

Belvie et al. [6]. 

2020 Stylometric and n-

gram 

Cosine, Euclidean and 

Manhattan distance  

40  English 92 -98 
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2.4.5. Summary of Related work 

 

Some studies, books, websites and papers about the problem and conceptual frame of 

author identification are reviewed and discussed in this chapter. The related work section is 

specially reviewed based on author identification features and techniques in different 

perspectives. The reviews are analyzed based on the number of suspects, the features that were 

used, the techniques used, the accuracy, and the language that suspects used. 

There are studies on different languages, but the English language constitutes the largest 

number of studies related to author identification. 

Resource scarce languages like Amharic have limited or no studies till these days. 

There is only one thesis done by [12] related to this problem on Amharic language. 

However, his work focused on developing a machine learning model of author identification 

using only n-gram, not using stylometry. Moreover, he did not explore the effect of the number 

of authors and number of texts per author model performance. Such a problem affects the 

performance from language to language, from features to features and from techniques to 

techniques. Stylometry is one of the writings style features which help to identify authors of a 

text [9] confirmed that English and Chinese languages using Stylometry features recorded that 

different result based on their result English language outperformed than Chinese language. 

Likewise, Stewart Yang et .al discovered that 1-grams in Chinese varied significantly from 1-

grams in English, implying that n-gram characteristics vary by language [10]. So no one 

studied how much the number of authors and the number of texts per author affects the 

performance in Amharic language through hyper parameter tuning. No work was done to 

compare the performance with Stylometry and n-gram. This thesis, therefore, addressed and 

compared the effect of author identification performance using character based n-gram, 

stylometric, and both features. It also explored the responsiveness on performance of the 

models as the number of authors and the number of text per authors increase or decrease in 

hyper parameter tuning of classification algorithms.   
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CHAPTER THREE 

 DESIGN AND METHODOLOGY 

3.1.Introduction 

This chapter describes in detail the Methodology and preparation of the experimental 

environment of the prototype system to meet the research objectives. Features are very 

important for authorship identification and this chapter illustrates the conceptual framework of 

the features described as the architecture of author identification using flowcharts and pseudo 

codes. First the Methodology of the research described Second, author identification 

architecture is described in detail with data collection, stylometry and n-gram features and sub 

components of Author identification architectures presented in charts and pseudo codes of text 

pre-processing and feature extraction as subsections. 

3.2.Methodology 

To answer the research questions experimental methodology is selected and it is the best 

alternative, because it is easy to see the models performance of cause and effect through hyper-

parameter tuning of each research questions in experiment. The two experiments prepared in 

systematic way to investigate the effects of increasing the number of authors and number of 

articles per authors. The analysis and evaluation processes of the experiment were conducted 

using python3 programming language using an important python library such as sklearn, 

because most of classification algorithm and evaluation matrix integrated as built-in library. 

Accuracy, Precision, recall, and f-score were used as evaluation metrics to measure the 

performance of the features and algorithms in author identification. The supervised machine 

learning classification techniques to investigate the effect of changes in writing style features, 

classification algorithms, and number of authors on the performance of author identification on 

Amharic online texts. In other words, sensitivity analysis was conducted to observe the relative 

change in author identification performance.  
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3.2.1.Evaluation 

Writing-style features such as n-gram and stylometric are evaluated using incremental 

way for Amharic text using n-gram character based features only, stylometric features only, 

Stylometric and n-gram (1-gram and 2-gram character-base), respectively. 

The effect of text document size per suspect through hyper parameter tuning is also 

evaluated like inserting text document incrementally with constant value. The results were 

analyzed using evaluation metrics such as precision, recall, and f-score of the Amharic online 

text from the above incremental perspectives. This research identifies the best features that 

accurately identify authors of specific Amharic online text. The study also identifies the best 

performing classification algorithm by evaluating three classification techniques. These include 

SVM, NB, and NN simultaneously which means evaluate the result at the same time. Accuracy 

score is another metric used to compare the algorithms in addition to the three evaluation 

metrics. 

 

 

3.3.Author Identification Architecture 

Design high level architecture to prepare prototype classification model of a system 

increase the visibility through development. It is, therefore, important to prepare some Amharic 

author identification prototypes models. However, as one of the resource scarce languages, 

Amharic language doesn't have a well-developed ready-made NLP tools and dataset related to 

Stylometric feature extraction [75],but in this reseach Amharic text preprocessing and Amharic 

Stylometric feature extraction developed. As a result, this research attempts to show the 

architecture of Author identification and full descriptions in the subsequent subsections.  
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Figure  1. Architecture of author identification for Amharic online text 

 

 

3.3.1.Design Process 

The research used online creately.com design platform for drown a design and 

architecture, because this platform contain many appropriate features for design  architecture 

,flowcharts and which is easy to collaborate.Python3 programming language to develop a 

prototype model based on the design that evaluates to the performance of author identification 

models. sklearn python3 library was one of the tools used for feature extraction, feature 

selection and classification algorithms on the training and testing datasets of  online text that 

contain built in methods and easy to import each method in the code. Python programing 

language is now a day‟s powerful and preferable to NLP related tasks. 
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3.3.2.Data Collection 

Data collection was one of the key tasks for the online Amharic text corpus. Three online 

text sources were used to collect the data: Four authors corpus from magazines and personal 

blogs were collected manually and 20 authors' corpus collected from previous researcher 

[12].Seven authors of Amharic telegram text data was automatically exported in json format 

from public channel of each seven authors. The steps of export was done by opening that target 

public channel of telegram application then click the top right side three dot and select export 

chat history in json format. The exported Json format pre-processed using simple python code 

which is open source from github convert json format to text format. Form this collected 

corpus by using 5 fold cross validation methods hyper parameter tuning of gridsearchcv 

training and testing data used automatically. Why gridsearchcv applied here to answer the 

research questions of hyper parameter tuning applied through this method easily rather than 

splitting techniques.   

 

3.3.3.Features of stylometry and n-gram 

Understanding about each features of this study is very important this research dataset 

or corpus analysis described in detail at chapter Four section 4.2 in tabular form. In this section 

described the Stylometric features which are selected to this research and n-gram features.     

Stylometric, n-gram and the combination of the two features might be effective for 

author identification. Table 3 below describes Amharic stylometric features prepared on the 

configuration file without putting hard code in python of this experiment prototype. Table 3 

Amharic Stylometric part adopted from Zhenge table 1 Stylometric features [9] . 
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Table 3. Description of the source dataset features for Amharic language 

Label  Features  Description  

F1 Lexical features character-based  

● Total number of Amharic alphabet/ Total 

number of  characters  

● Total number Amharic or Geez number 

characters/ Total number of  characters 

● Frequency of an Amharic alphabets(287 

features) each alphabet assign as a 

feature whether exit or not in any text. 

● Frequency of special characters (28 

features) 

 

This is a set of (ሀ ሁ ሂ ሃ ሄ ህ ሆ …. 

ፐ ፑ ፒ ፓ ፔ ፕ ፖ ፗ) The whole list 

Amharic alphabets in the Appendix C.   

#  $  %  &  '  (  )  *  +  ,   -  .  /  ;  <  =  >  

@  [  \  ]  ^  _ ` {  |  }  ~ 

F2 Syntactic Features 

● Frequency of Amharic punctuations 

(10features).Amharic punctuation and 

English punctuation are different for 

example ፣and ፤are only Amharic 

punctuations. 

● Frequency of Amharic  function 

words(268 features) 

 

:? ! :: ፠፣፤፥፦፧፨ 

እንደ ሆነ በኊላ ጀምሮ … The whole list 

Amharic function words in the 

Appendix A [74] 

N-

gram  

Those n-gram character based (unigram and 

bigram character based) features extracted using 

python methods of class feature extraction scikit-

learn library.  

Forexample “ለአውሮፕላኑ 

ጥራትናብቃትወሳኝነው፡፡” bigram 

{ለአ,አው,ውሮ,ሮፕ,ፕላ,ላኑ …} are 

features of bigram   

TfidfVectorizer...and..CountVectorizerp

ython functions used to extract such 

features. 
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3.3.4.Text preprocessing 

 

In any related text classification tasks, text preprocessing tasks are mandatory because 

text preprocessing in machine learning plays a significant effect on the accuracy of the model. 

Preprocessing methods are important to extract features and stylometry and n-gram use 

different preprocessing components. 

According to Figure 2 below, all collected suspects/authors are stored as a list of folders 

by authors‟ name and one unknown author in one database corpus file. Each folder contains the 

online Amharic text documents that belong to each individual author and the unidentified text 

within the unknown author folder.  

For Stylometric preprocessing component, the list of features is not hard coded and the 

whole lists of features as described in the Table 3 above are inserted in a configuration text 

filename of “feature_Amha_alpa_speci_panc.txt” with space delimiter. These features help to,  

first, tokenize with space and stop word list features and then normalize into some normal form 

using python3. For example,ሲሖንና is one of the Amharic stop word features, syntactic 

features. It will be normalized in preprocessing components as ሢሆንና. This helps to count 

each stop word from the Amharic text with the same form. Lexical features of Amharic 

alphabet are not normalized, rather count is used for author identification without 

normalization. 

In an n-gram preprocessing component, two lists are prepared in python3. The first list 

contains all Amhacric text in each sub directory of the corpus including unknown author text 

and the second list contains their corresponding Authors name from the corpus sub directory. 

Using these folders and text files as initial input data, the n-gram sicik-learn python library is 

used to extract character based n-gram features. The sicik-learn n-gram tfidfVectorizer and 

CountVectorizer methods convert this list of Amharic text to multi-dimensional vector space.  

The flowchart in Figure 2 below, therefore, shows the step-by step preprocessing tasks 

of stylometry and n-gram components. The flow charts were drawn using an online tool called 

creately[76].  A closer look at the flowchart shows that F1 represents lexical features of 

stylometry and F2 represents syntactic features. 
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Figure 2 Preprocessing of Amharic Stylometric and n-gram features 

This flow chart shows that as input configuration file and Amharic corpus and finally the 

output moves as input for feature extraction. The final block of diagram shows that predefined 

process of feature extraction.  

 

The following Pseudo code shows the Stylometric preprocessing and directly maps with 

the flowchart above. The output or return from Stylometric preprocessing is an input to 

Stylometric feature extraction. The following code is developed on python3 on Linux notepad 

editor IDE.    
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1. Stylometric preprocessing pseudo code  

# This is sudo code of stylometric preprocessing 

Parameters:- Amharic Text corpus(file path),Stylometric configuration file path(F1 and F2) 

Method:-Stylom Preprocessing 

   Initialize  

    Index list of table 

    Total list of stylometric features(F1 and F2) 

for each file subdirectory name(the author name) and file name 

if total file not traversed 

  subdirectory name(Author name) concatenation with file name append 

to index list of table 

 end if 

end for 

open Stylometric configuration file path(F1 and F2) 

 Tokenize with space opened Stylometric configuration file path(F1 and F2) 

 Normalize only words from Tokenized Stylometric configuration file path(F1 and F2) 

and insert to Total list of stylometric features(F1 and F2) 

returntype:-index list of table 

    Total list of stylometric features(F1 and F2) 

and Amharic Text corpus(file path) 
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Figure 3 Preprocessing of n-gram features 

 

Based on the above flowchart figure 3 the next pseudo code describes how to prepare n-

gram feature preprocessing tasks. Like the stylometry feature, the return values of the 

preprocessing of n-gram serves as input for n-gram feature extraction. Using the same IDE, 

python3 programing language, Ubuntu 18.04 LTS linux platform and notepad++ editor, the 

following pseudo code was developed for n-gram preprocessing component  
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2. N-gram preprocessing pseudo code 

# This is pseudocode of N-gram preprocessing 

Parameters:-Amharic corpus file Path 

Method:-N_gram_preprocessing 

    Initialize  

     Author name list  

     Full list of Amharic corpus text 

    For each file in Amharic corpus file Path 

if not end Amharic corpus file Path in main directory  

assign a file path to read in subdirectory 

for each file in subdirectory 

open file  

read file  

append read text to Full list of Amharic corpus text 

append the corresponding file author to Author name list 

Endfor 

Endif 

Endfor 

Return Type:-Author name list and Full list of Amharic corpus text 

 

3.3.5.Feature Extraction 

 

Extracting the right collection of features to reflect an author's writing style is the most 

important function in the identification phase. Feature extraction is a critical component in an 

author identification mission. The features extracted, the identification methods used, and the 

dataset in which the research is conducted distinguish author recognition studies from one 

another. After preprocessing, the feature extraction tasks are performed based on stylometric 

and n-gram feature extraction methods. This stage changes each Amharic text corpus into 

multi-dimensional vector space and authors names into a class label, which is suitable for 

proposed classification algorithms. 
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Due to lack of Amharic stylometric feature extraction tools, two groups of stylometric 

features such as lexical(F1) and syntactic(F2)features are used for this research purpose. Both 

Lexical (character based) and syntactic (list of Amharic function word and Amharic 

punctuation) extracted based on Figure 4 flowchart. Figure 4 shows a flowchart of Amharic 

stylometric feature extraction process using the list of features that are stored in a configuration 

file with space delimiter. 

 

Figure 4. Extraction of Amharic Stylometric feature 

In addition to the flowchart of stylometric feature extraction, pseudo codes are 

described at a high level to easily understand the development of Amharic stylometric feature 

extraction. Count Amharic feature extraction is one of the stylometric feature extraction that 

will be described in the next section. Amharic feature extraction method receives a specific 

feature and a text as a parameter and returns the integer value as described in the flowchart 

above and pseudo code below. In Amharic stylometric feature extraction, most of the Amharic 

lexical features are characters and feature characters do not need tokenization with punctuation 

and do not need to be normalized to a common alphabet. But if the feature is a word, it is 
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important to tokenize and normalize to some common syntax of Amharic spelling. For 

example,  ሲሖንና need to be normalized into ሢሆንና, because Amharic words written in 

different spelling like this example so to count a function word the feature part function word 

and a text function word should be the same form. The outputs of Stylometric feature 

extraction pass as input to feature selection and merges stylometry with n-gram features for 

decomposition of the features.  

 

3. Stylometric feature extraction pseudo code 

# This is sudo code of stylometric feature extraction Method 

Parameters:-Amharic corpus file Path,list author name concatenate with file name as index 

and list of full features(F1 and F2) 

Method:-Stylo_Feature_extr 

    Initialize  

     Amharic corpus file path  

list of full features(F1 and F2) 

create a pandas table DataFrame using as index list author name concatenate with file name 

and  

as column name list of full features(F1 and F2) 

    For each file in Amharic corpus file Path 

         IF not end Amharic corpus file Path in main directory  

assign a file path to Full path variable 

            FOR each Features list of full features(F1 and F2) 

                IF not end of list of full features(F1 and F2) 

  Assign result of a Amharic Features extract method to a DataFrame table address of index 

with column value// at this point Amharic Stylometric feature extract method called   

Endif  

Endfor 

            Assign the corresponding file author name to a DataFrame class value 

Endif 

Endfor 

Return Type:-Final DataFrame table result 
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# This is pseudo code of Amharic stylometric feature extraction  

The above feature extraction method call another method which is 

Amharic_stylo_extractor to count each character or words and assigned the return value to 

panda‟s table corresponding cell which is column name counted feature with row name the 

corresponding text.  

4. Amharic stylometric feature extraction pseudo code 

Parameters:-A feature and A specific text content  

Method:-Amharic_stylo_extractor 

 Read Amharic text 

 IF length of character greater than one 

    Tokenize text content with Amharic punctuation 

    Normalize the tokenized list  

    Count the feature from normalized list  

    Assign the count on count variable 

else 

    Count feature from text content, because the feature is character 

Return type: Integer count 

 

In this research the n-gram feature extractor simply used built-in methods of python 

sklearn [77] [78]by just passed the preprocessed list of full text and return back 

multidimensional vector space of extracted features. So n-gram feature extraction methods or 

tasks receive input from n-gram preprocessing tasks. Term frequency (tf) and term frequency 

inverse document frequency (tfidf) feature extraction methods are used to extract and weigh n-

gram character based tasks. CountVectorizer and TfidfVecorizer are the two feature extraction 

classes to perform tf and tfidf within python sklearn functions, respectively. The full text 

corpus list passes as input parameters into CountVectorizer and TfidfVecorizer functions [77] 

[78].The outputs of these methods are multidimensional vector space which means a list of text 

corpus changed to a matrix vector. The outputs of the two methods are very large matrices due 

to the large number of features. The outputs of CountVectorizer and TfidfVecorizer will serve 

as feature selection of the merged method that decomposes Stylometric and n-gram features.    
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3.3.6.Feature selection 

Feature selection is the method of translating larger-dimensional data into smaller-

dimensional data while maintaining the same features by removing irrelevant ones. It is a 

method of selecting the features in your data that contribute the most to the prediction variable 

or performance that you're interested in. Many models' accuracy can be negatively affected by 

having unnecessary features in their data [79]. Not all columns or features have an impact on 

author identification tasks. As discussed in the feature extraction section of author 

identification, there are many features that create a sparse matrix with a very high multi-

dimensional space, especially n-gram. The most relevant features should be selected by using 

machine learning feature selection techniques. The feature selection component of this research 

uses selectKBest of the scikit-learn python library [80]. This feature selection function  

receives a stylometric feature vector, n-gram feature vectors and merge of the two vectors as 

input. The outputs of the three vectors are the most important selected features which have an 

impact on the author identification task. For example, the sparse matrix of 2500 rows and 3420 

columns might be changed to a vector with 2500 rows and 410 columns using selectKbest 

applied. From the column values, only 410 have an impact on the classification model. 
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3.3.7.Classification Models 

 

It is necessary to establish a representation of an author's writing style as a fingerprint 

pixel in order to identify an anonymous text in the problem of authorship identification. 

Features are already pre-processed, extracted and finally datasets of vector space passed 

through feature selection tasks for effective creation of the classification model. Classification 

model is the process of finding a model that describes and distinguishes data classes and 

concepts. This research proposed three proposed algorithms such as Multinomial Naïve 

Bayesian, SVM and Multi-layer Perceptron Neural Network developed using scikit-learn 

gridsearchcv parameter tuning python library to  answer the research questions[81].  

In this experiment, the training and test dataset is splitted using 80/20 percent simple 

partitioning techniques. Moreover, SVM and Neural Network use grid search cross-validation 

of model selection to evaluate different parameters of the two algorithms [82]. The training 

data is used to create a classification model and the test data set helps to evaluate the accuracy 

of the classification model. The score method is used to evaluate the accuracy of the model of 

each algorithm developed using the training dataset. Precision, recall, and f1-score the three 

metrics to calculate score and they are measured using scikit-learn matrix class python library 

method of classification_report. The calculation uses predicted author test class and original 

author test value after model creation. Predict method also used to identify the anonymous text 

writer by using anonymous text vector as input.  

Figure 5 below shows the classification model flowchart. It describes how to use the 

scikit-learn library for classification models. 
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Figure 5 Classification model flowchart 
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CHAPTER FOUR 

CORPUS ANALYSIS AND EXPERIMENT SETUP 

4.1.Introduction 

 

The experiment process starts after all the requirements are set up as discussed in the previous 

chapter. This chapter begins with the discussion and analysis of the characteristics of the 

collected corpus initially used as an input for the whole author identification. Then, the 

experiment setup depicts the environment where the initial corpuses are physically processed 

and results were analyzed. Finally, the output results are presented in tabular and graphical 

forms with a brief discussion of the findings from the experiments. 

 

4.1.1.Corpus Analysis 

 

Data collection was one of the key tasks for the online author identification. Three 

online text sources were used to collect the dataset from 11 authors of Amharic text: Telegram 

public channel, personal blogs and online magazines. 20 Amharic authors‟ corpus dataset was 

collected from a previous research conducted by BaherHussen in 2020 at the School of 

Information Science in Addis Ababa University [9].The experimenter collected the corpus 

from two sources: Kumneger Magazine and The Reporter Ethiopia Media & Communications 

Center. Characteristics of the authors from these sources are described in Table 5 below. Table 

5 shows the name, the number of articles, the domain area, sources used, number of words and 

characters per article for each individual author. A closer look at the table shows that the 

researcher used the same domain area, journalist, and same source, magazine for all authors.   

This research adds 11 more authors from diverse sources and domain areas and each 

author is described in detail in Table 4 below.  Activists, religion preachers, poets, politicians 

and psychologists are the domain areas used in addition to journalists. This will help to observe 

the application of this research experimental procedure for a diverse group of authors. The last 

two columns of both tables show the range of the number of words and characters of the online 

Amharic texts or articles posted by each author.  This range is analyzed by the Linux command 

of   “wc -w  -m *” where “-w” is a command that generates  the  number of words and “-m” 

delivers the number of characters in the articles.    
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Table 4 Corpus analysis of 11 writers 

R.No Name No 

Artic

le’s 

Domain Area Source No words 

per 

article’s 

No 

characters 

per article’s 

1 Bewketu 

Seyoum 

100 Poet Telegram 537- 64659 5000-500000 

2 Professor 

Mesfin 

Woldemariam 

100 Political shegerblogs.com

,ethiopiazare.co

m 

150-1594 744-8556 

3 Deacon Daniel 

Kibret 

100 Religious and 

Political 

Personal blog 96-3890 533-21715 

4 Deacon Yaregal 

Abegaz 

100 Religious Amharic 

Religious 

Document 

250-311 917-1500 

5 Sisay Sahilu 75 Journalist  Reporter 

Magazines 

250-311 716-1500 

6 Natnael 

Mekonnen 

100 Activist Telegram 3721-6194 40000 

7 Memeher DrZeb

ene Lemma 

100 Religious Telegram 44-21470 212-111642 

8 ZemedkunBekel

e 

100 Political and 

Religious  

Telegram 808-41286 2613-212196 

9 Seyoum 

Teshome 

100 Activist Telegram 63-107 440-500 

10 Dr. Deacon 

Rodass Taddese 

100 Religious Telegram 932-1006 4238-5000 

11 Nahusenay 

Tsedalu 

100 Psychologist Telegram 50-1446 467-8000 

Source: Author 

 

https://www.facebook.com/MemeherDrZebeneLemma/photos/
https://www.facebook.com/MemeherDrZebeneLemma/photos/
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Table 5 Corpus analysis of 20 writers 

R.

No 

Name of the authors Number 

of 

Articles 

Domain 

Area 

Source Number of 

words per 

article 

Number of 

characters 

per article 

1 Berhanu Fekade 100 Journalist Newspaper 207-1728 1161-6191 

2 Biruk Abdu 80 Journalist Newspaper 70-1272 344-6955 

3 Dawit Endeshaw 75 Journalist Newspaper 57-1869 315-10083 

4 Dawit Taye 106 Journalist Newspaper 64-2579 361-13918 

5 Dawit Tolossa 105 Journalist Newspaper 71-1131 384-6079 

6 Dereje Tegenaw 106 Journalist Newspaper  90-1656 475-8943 

7 Fissaha Getnet 100 Journalist Newspaper 134-1363 713-7386 

8 Henok Yared 120 Journalist Newspaper 36-2242 2917-11881 

9 Kaleyesus Bekele 108 Journalist Newspaper 60-1602 309-9076 

10 Mihret Moges 108 Journalist Newspaper 42-2033 1768-11299 

11 Nathan Dawit 111 Journalist Newspaper 477-1046 2680-5710 

12 NeamnAshenafi 110 Journalist Newspaper 56-1627 311-9014 

13 Samson Abdela 66 Journalist Newspaper 330-1719 1816-9560 

14 Shahida Hussen 115 Journalist Newspaper 207-2038 1142-11045 

15 Tadesse Gebremariam 100 Journalist Newspaper 114-984 626-5497 

16 Tamiru Tsige 106 Journalist Newspaper 53-2537 259-13895 

17 Tamrat Getachew 70 Journalist Newspaper 99-2926 541-15833 

18 Widneh Zenebe 102 Journalist Newspaper 129-1656 706-8698 
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19 Yohannes Enberbr 101 Journalist Newspaper 16-3193 841-17597 

20 Zemenu Tenagne 100 Journalist Newspaper 126-2974 700-15517 

Source: Modified from [12]. 

Proper description of the dataset for author identification using classification models is 

very important because the nature and characteristics of the articles in the input dataset 

determines the features and directly affects the classification models. For example, the 

difference in the range of the number of words and characters among authors might affect the 

accuracy of classification algorithms and will be discussed in the result section. 
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4.1.2.Experimental setup 

The factors investigated in this research, the number of authors and number of articles 

per author. The input files are organized separately and run with different codes to get the 

results of the relationship among all other factors such as features and algorithm models used 

for author identification. The first experiment is based on the number of authors. The 31 

authors were divided into ten categories where the first group contains three authors and the 

subsequent groups increase by three till the last group of 31 authors. The second experiment 

uses inputs of datasets of ten where the first group is rearranged to constitute ten articles for 

each author, the second group to be 20 articles per author, and so on until the last group where 

all authors‟ articles are around 100 articles per author. 

The two experiments are performed by using HP EliteBook 840 G1 core i7 2.70 GHz 

and 8GB RAM 4th Generation laptop. The Integrated development environment was the Linux 

Debian version operating system of Ubuntu 18.04.LTS. Sklearn python3 version of 0.24.2 was  

broadly used for these experiments. Due to grid search hyper parameter tuning and 

performance intensity after the fifth interactions of both experiments on two of the algorithms 

such as SVM and Neural Network Multilayer Perceptron, an Ubuntu linux server of 56 core 

and 80GB RAM was used. This reduces run time from around four hours to a time which is 

less than an hour.  

Features and models are the two factors common to the two experiments. Six 

classification algorithms are included out of the three major models. The selected classification 

algorithm setup for the two experiments are Naive Bayes Multinomial (NB-Multinomial), 

Neural Network Multilayer Perceptron Classifier logistic(NN-MLP-Logistic), NN-MLP 

Rectified Linear Unit (NN-MLP-relu), NN-MLP-hyperbolic tangent (NN-MLP-tanh), Support 

Vector Machine Linear (SVM-Linear) and SVM-Radial Basis Function (SVM-RBF).  

MultinomialNB function of the NB-Multinomial algorithm contains a smoothing 

parameter alpha is equal to one (1.0), Prior probabilities of the classes set to none and learned 

class prior probabilities (fit_prior) used the default, True.  

NN-MLP uses an MLPClassifier function of Multi-layer perceptron backward 

propagation that was formulated to allow 1000 iterations or aka epochs. The GridSearchCV 

function runs these iterations with hyper parameter tuning of five cross-validations. The same 

function also uses three activation functions „tanh‟, „logistic‟ and „ReLU‟with a hidden layer 
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size setup of 10, 20 and 30 the two learning rate is selected „constant‟ and „adaptive‟ two alpha 

0.0001 and 0.05  and also three solver parameters are used „Stochastic Gradient Descent(sgd)‟, 

'adam' and „lbfgs‟ for hyper parameter tuning of GridSearchCV.This function used by 

combining  every parameter and ranked based on their accuracy finally predict the unknown 

authors using the first rank of parameters.   

SVM algorithm as a parameter used a “linear” and “rbf” kernel parameter and 10 and 

20 C parameter of optimization inside svm. SVC (support vector classifier) functions, 

respectively. The gridsearchcv is another function used in the SVM algorithm. This function 

delivers four ranked results based on the accuracy but linear and rbf optimization selects one 

optimum value.  

There are three features in both experiments. These include stylometry, n-gram and the 

combination of the two (Merged). In both experiments, n-gram feature extraction used 1-garm 

and 2-gram character based extraction with scikit-learn library methods of  text feature 

extraction called TfidfVectorizer (frequency and inverse document frequency) and 

CountVectorizer (term frequency). As a feature selection,  SVM and Neural Network 

Multilayer Perceptron (MLP) classification algorithms use TfidfVectorizer in n-gram features. 

However, Naive Bayes MultinomialNB uses CountVectorizer for feature selection. SVM and 

NN needs scaled data and also have good discrimination and accuracy capability with term 

frequency and inverse document frequency rather than term frequency. Similarly, stylometry 

feature selection uses sklearn MinMaxScaler for SVM and NN algorithms, but Naive Bayes 

Multinomial uses term frequency function for stylometry feature selection. For better 

performance of SVM and NN, normalizing the data reduces bias of extreme high and to 

extreme low value.  

In addition to feature pre-processing, feature extraction, feature selection, model 

estimation, and prediction, the sklearn function also gives model performance metrics using 

score and cv_results_ to measure accuracy of the model and also classification_report method 

to measure performance measure (precision, recall and f-score). Only accuracy is not sufficient 

to measure performance in classification models because it cannot correctly measure an 

unbalanced class dataset. However, performance measure can appropriately measure any 

proportion of class dataset. For example, precision represents the relevance of a result, i.e., 

how many times the classifier is correct in identifying a particular text. The classifier's recall 
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indicates how many texts from a collection of predictions are properly identified to the 

appropriate author. The F1-score is calculated by taking the harmonic mean of precision and 

recall. Table 4 and 7 record the macro average of all authors‟ of precision, recall and f1-score 

with respect to the two experiments. In general, both experiments run for three features, six 

models and ten number of authors (first experiment) and ten number of articles per author 

(second experiment). Therefore, there are three by ten and by six (3*10*6=180) iterations for 

each experiment and hence expected outputs from each experiment. 
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CHAPTER FIVE  

RESULTS AND DISCUSSION 

 

5.1.Introduction 

 

The output terminal shows four performance measurement metrics, one accuracy value 

in percent, precision, recall and f-score for both experiments. The results are, therefore, 

recorded in four tables. The first two tables are from the first experiment and the last two tables 

from the second experiment. The first table records accuracy with respect to ten categorical 

groups of the number of authors, three features and six types of classification models. This 

delivers 180 accuracy values as shown in Table 5 below. The second table records 180 values 

of the three performance metrics that make up a total of 540 outputs for each parameter pair of 

the number of authors, features and types of the models, as shown in Appendix F performance 

measure table. The results of the last two tables compose the same type of parameters except 

the number of authors being replaced by the number of articles per author. Appendix D and E 

are screen shots of the results from experiment one and two as displayed on the Linux terminal. 

These two experiments are intended to meet the objectives of the research. Experiment 

one analyzed the effect of the number of authors on the accuracy, precision, recall and f1-score 

by increasing the number of authors by three up to 31 starting from three authors. The numbers 

of authors in each group dataset are selected randomly to generate results from ten cumulative 

iterations. Experiment two constitutes 27 authors and 100 articles per author. The other four 

authors were excluded because the number of articles for each author is less than hundred as 

shown in Table 5 above. As mentioned before, experiment two analyzes the effect of the 

number of articles per author on the accuracy, precision, recall and f1-score of the models 

calculated using different Amharic features. The following sections discussed the results of the 

effect of increasing the number of authors as well as the number of articles per author based on 

accuracy, precision, recall, f1-score and discrimination capability (prediction).  
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5.1.1.The Effect of the number of Authors 

In the first experiment, results are explained in a tabular and graph form to visualize the 

effect of the increasing number of authors from 3 to 31 on the confusion matrix measures. The 

results are broken down by a more popular scientific evaluation of classification algorithms, 

accuracy, precision, recall and F1-score. Based on these model performance metrics, the six 

models were compared for each feature and the features were also compared and ranked for 

each model in detail in the following subsections. Table 5 displays the accuracy of the three 

features and for six types of classification models. The table also displays discrimination 

capability results by italics those that are not predicted correctly and bolding those that were 

predicted correct. However, Table 7 shows separately the number of correctly (TRUE) 

predicted values. Table 7 shows the values of the three performance metrics (precision, recall 

and f1-score) accompanied with Figures 6 & 7 to illustrate the trends and variation among 

features and classification models for the number of authors and similar composition of tables 

and figures illustrated the results and finding of the research for the number of articles per 

author as well.  

5.1.2.Model Selection 

As shown in table 6, this research obtained promising results as compared to previous 

research. For example, Amharic author identification study by BahirHussen[12].used 20 

authors and found 87% accuracy with a combination of character 3-gram and word pos 4-garm 

features. This research used 11 more authors and 1-gram with 2-garm character based features. 

NN-MLP-rule and merged features 90.91% accuracy at a similar number of authors of the 

above study [12]. Therefore, this research brought absolute improvement in accuracy by more 

than 3.91% of the previous study.  

As shown in Figure 6 below, Neural Network classification models perform best and have the 

highest accuracy in almost all numbers of authors. More specifically, NN-MLP Logistic and 

relu are the best models that could be used for author identification. 
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Table 6 The 20 Authors accuracy of previous researcher dataset used [12]. 

Features  

NB-

Multino

mial
1
 

SVM-

Linear
2
 

SVM-

RBF
3
 

NN-MLP-

tanh
4
 

NN-MLP-rule 

5 

NN-MLP-logisitic
6
 

Stylometry 68 71.47 77.43 78.68 76.60 81.19 

N-gram-char 75.75 86.21 83.7 89.03 84.32 86.52 

Merged 75.75 77.74 79.01 89.03 90.91 89.03 

Key  1. NB-Multinomial Naïve Bayesian Multinomial algorithm   

2. SVM-Linear support vector machine with linear kernel function  

3. SVM-rbf support vector machine with rbf kernel function 

4. NN-MLP-tanh neural network multilayer perceptron with tanh activation function 

              5. NN-MLP-rule neural network multilayer perceptron with Rectified Linear Unit activation function 

              6. NN-MLP-logistic  neural network multilayer perceptron with logistic activation function 
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Table 7.The number authors on accuracy by feature and model in hyper parameter tuning, % 

Features  

No-of 

Author’

s 

NB-

Multinomial
1
 

SVM-

Linear
2
 

SVM-

RBF
3
 

NN-MLP-

tanh
4
 

NN-MLP-

rule 5 NN-MLP-

logisitic
6
 

Stylome

try 

3  90  85 70.36  91.93  89.89 90.24  

6 89.74  78.63  76.06  83.35  81.36 86.83  

9  78.29  74.77  69.14  80.05 76.83  84.17 

12  80.09 78.97   69.03  81.72 72.56  85.09 

15  77.08  79.51 72.51   81.07 76.5  85.27 

18  81.69  79.51 75.77  77.99 72.67   85.15 

21 83.33  78.47  62.90  72.8 77.43  84.42 

24 80.43 77.06   69.36  76.08 72.42  81.19 

27 76.40  76.77  66.29  74.54 65.54  79.64 

31 73.51   74.34  62.75  72.8 69.42  79.64 

N-gram-

char 

3 85 95.3 94.63  96.64 96.65 95.97  

6  86.32  91.45 88.37   91.28 91.79 90.77  

9  83.42 88.64   86.93 89.45  88.88  88.76 

12  82.74  90.24  86.28  91.48 90.95  90.41 

15  77.8  89.3 88.74   89.9 86.11  90.13 

18  78.59 88.65   88.43  90.01 83.94  89.56 

21 69.28   87.92  83.81 89.28 81.90  89.57 

24  81.28  88.85  88.04  90 89.06 89.36  

27 79.21  87.81 86.72   83.52 88.22  88.31 

31  63.24  87.06  86.27  86.63 86.33  86.87 

Merged  

3  80  91.67  91.25  95.63 96 95  

6  87  93.16 85.29   91.62 92.13 91.79  

9  88.57  88.57  84.86  84.57 91.17 90.83  

12  82.30  90.06  90.26  92.37 92.10  92.72 

15 77.43   89.36  88.39  92.35 92.77  92.56 

18  79.71  89.44 88.73   92.1 92.21  92.04 

21  81.19  90.71  86.81  91.67 85.48  92.2 

24 82.77  89.23  87.87  91.82 91.53   91.53 

27 80.15 87.44  87.40  90.62 90.25  90.43 

31  76.99  86.47  84.05  89.25 89.05  88.85 

Key  1. NB-Multinomial Naïve Bayesian Multinomial algorithm   

2. SVM-Linear support vector machine with linear kernel function  

3. SVM-rbf support vector machine with rbf kernel function 

4. NN-MLP-tanh neural network multilayer perceptron with tanh activation function 

              5. NN-MLP-rule neural network multilayer perceptron with Rectified Linear Unit activation function 

              6. NN-MLP-logistic  neural network multilayer perceptron with logistic activation function 
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At the maximum number of authors, NN-MLP-tanh has the maximum accuracy 

(89.25%).  

 

Figure 6. Effect of number of authors on accuracy for merged features 

Figure 6 clearly depicted the six models' accuracy with merged features. The graph 

shows that NN-MLP outperformed throughout the number of authors. 

Figure 7 shows the values of performance metrics such as precision, recall and f1-score 

by the features, number of authors and classification models. All models except NB-

Multinomial show higher values in all the three metrics. For example, SVM-Linear, NN-MLP-

relu and NN-MLP logistic achieve a maximum f1-score 87%, 86% and 88% respectively at 31 

maximum numbers of authors from the performance matrix Appendix F table.   
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Figure 7.The trend of the performance metrics over increasing the number of authors and broken down by features for each model. 
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Table 8 shows the number of correctly predicted (TRUE) and incorrectly predicted 

(FALSE) pairs of features and classification models. Prediction capability of unknown authors 

from suspected list those 3 models with merged and n-gram correctly predicts the unknown 

author which means the models have high discrimination capability. For example, six models 

NN-MLP-Logistic and SVM linear can correctly predict the unknown author with all features 

and all iterations of the number of authors.  

 

Table 8 The Number of correct (TRUE) and wrong (FALSE) predictions of unknown author 

Features  

Predicti

on 

Models 

NB-

Multinom

ial 

NN-MLP-

Logistic 

NN-MLP-

rule 

NN-

MLP-

tanh 

SVM 

Linear 

SVM-

RBF 

Merged  FALSE 10          

  TRUE  10 10 10 10 10 

N-gram-

char FALSE 8      

  TRUE 2 (9&12) 10 10 10 10 10 

Stylometry FALSE   1(27) 1(27)  2(21&27) 

  TRUE 10 10 9 9 10 8 

Naïve Bayes models do not predict the unknown author using the merged features across 

all numbers of authors. However, the other two features predict the unknown author correctly 

using the same model across all numbers of authors except for the n-gram feature where the 

unknown author was not predicted when nine and twelve authors were used in the experiment. 

Moreover, except for four experiments, all 56 possible experiments of the stylometry feature 

predict the unknown author correctly using all the six models.  

 

 

 

 

 



61 
 

5.1.3.Features Comparison 

 

Results presented in Table 7 show that merged features registered maximum accuracy at 

maximum number of authors corresponding to four models except the two SVM models. Even 

though discrimination capability table 8 shows that stylometry has best, but based on figure  

8below and table 7 merged features outperformed. Therefore, the use of merged features is better 

than using the two features separately. The combination of merged features with Neural Network 

outperformed accuracy throughout the increasing number of authors. The maximum accuracy at 

the maximum 31 number of authors merged features with NN-MLP-tanh is 89.25%.  

 

Figure 8. Trend of accuracy over the number of authors by features and models 

 

Table 7 also shows n-gram(1-gram and 2-gram  character based) features have relatively 

better accuracy values than stylometry features across all numbers of authors and classification 

models except NB-Multinomial. Figure 7 shows the best model (NN-MLP-tanh). This result is 

consistent with the previous studies by Nicol Mariah et al[6]and Smita et al [16]where they have 
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found that n-gram character based features give the best accuracy and discrimination capability 

in English language. 

NN-MLP-logistic and SVM-Linear has better discrimination capability. In all iterations 

the models developed by stylometry features could make 56 correct predictions, n-gram features 

52 and Merged features 50. However, n-gram increases its discrimination capability as we 

increase the number of iterations except with NB-Multinomial algorithm. Figure 7 shows the 

trend of performance metrics over increasing the number of authors across the three features. 

The three scores in stylometry feature looks highly fluctuating and decreasing for all models 

 

 

5.2.The Effect of the number of articles per author 

 

Table 9 shows the accuracy of classification models by features and the number of 

articles per author. Based on the results on the table 9, merged features with Neural Network, 

NN-MLP-tanh, outperformed the most relative to other models. For example, NN-MLP-tanh has 

the highest accuracy (82.7%) with only 20 articles per author as compared to other models. 

Similarly, the same model performs the highest (84.75%) accuracy with 40 articles per author. 

This indicates that Neural Network models give a promising result for an author identification 

system with a small number of articles per authors, because the second experiment performed 

with balanced class which means each author contain the same number of articles or texts in each 

10 iteration. The previous articles confirmed that rather than imbalanced class balanced class 

dataset outperformed [83] [84]. 

Moreover, referring to the values at the bottom of the table, SVM linear performs the 

maximum accuracy value (97.52%) at 100 articles per author using merged features for 27 

authors. This is relatively higher than any other research findings that used either stylometry or 

n-gram. Comparing the accuracy value of the same number of authors, the same model and 

features in table 7, but with an unbalanced number of articles per authors, the accuracy drops by 

large and becomes 87.44%. This shows that balanced number of articles per author for analysis 

gives better accuracy results than balanced number of articles per author in the author 

identification process.  
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Table 9 The effects the number of articles per author on accuracy by features and models, % 

Featu

res  

No-of 

Author's 

NB-

Multino

mial
1
 

SVM-

Linear
2
 

SVM-

RBF
3
 

NN-MLP-

tanh
4
 

NN-MLP-

rule
5
 

NN-MLP-r 

logistic
6
 

Stylo

metr

y 

10  71.93  52.63 43.47  50.01  42.10  50.04 

20  61.26  63.96   56.75  51.71  54.95 61.08 

30  67.27  65.45  67.12  68.93  54.54 70.6 

40  73.97 52.33  50.01  60.2   62.23 64.51 

50  79.12  53.47  53.39  53.48  65.93 65.65 

60  75.23 58.71  53.75   68.04  51.68 67.97 

70  74.28  69.39  59.06  65.45  60.36 73.96 

80  76.55 71.3   60.23   69.33  62.29 74.85 

90 76.55   70.42 60.23  71.67  59.77  75.97 

100  80.89 88.01 83.27  89.78   88.66 88.92 

N-

gram

-char 

10  28.07 59.2  42.11  63.6  56.14  62.1 

20 71.17 75.86  60.36  79.27  69.36 77.12 

30  69.69 78.78   63.03  81.81 64.84  80.6 

40 74.42 79.18  72.15  80.55  78.08 80.27 

50  79.85  81.31  77.47  72.89  81.78 81.59 

60 77.68   81.96 74.92  83.79   76.15 82.87 

70  79  83.30  77.69  84.46 78.22 84.36  

80  78.62 82.2  78.62   85.89  77.47 86.2 

90  78.62  84.76 78.62   86.34 77.47  85.69 

100 81.66  95.30  94.04  95.92   94.22 94.33 

Merg

ed  

10  70.18 61.4  47.41  64.51  40.35  62.71 

20 67.58 75.68 70.27  82.70 81.80 62.16 

30  70.30  78.18  70.91  62.42  84.85 85.91 

40  74.42  83.11 77.99  84.75  60.27 84.11 

50  80.25  80.21  75.69  85.34  71.43 85.08 

60  77.06  81.5 81.04  85.78  72.78 85.7  

70  77.95  83.04  83.99  87.03 77.42 87.24  

80  79.08  84.87 83.67   88.32  76.00 88.41 

90  81.98  86.63 83.67  89.3   82.38 88.65 

100 83.06  97.52  93.92  95.8  95.68  95.41 

key1. NB-Multinomial Naïve Bayesian Multinomial algorithm   

2.SVM-Linear support vector machine with linear kernel function  

3.SVM-rbf support vector machine with rbf kernel function 

4.NN-MLP-tanh neural network multilayer perceptron with tanh activation function 

5. NN-MLP-rule neural network multilayer perceptron with Rectified Linear Unit activation function 

6.NN-MLP-logistic  neural network multilayer perceptron with logistic activation function
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5.2.1. Model Selection 

 

Figure 10 shows the trend of the three performance scores (precision, recall and F1 

score) over the number of articles per author broken by features and types of classification 

models. The graphs are directly drawn from Appendix G table. All graphs show that the values 

of all the three scores increase as the number of articles per authors increases. This shows that 

the performance of the classification models improves as more online text data per author is 

collected. Since it is difficult to collect more data, the best classification model is the one that 

gives the highest values of the score with the lowest number of articles collected per author. To 

explain this statement with an example and compare the six models, the maximum F1-score 

and the corresponding number of articles per author are filtered. These pairs of information are 

shown in Figure 9 below.  

For example, for n-gram features, SVM-RBF classification model has the maximum 

F1-score (94%) but at 100 articles per author. NN-MLP-tanh performs 81% F1-score with the 

lowest number of articles per author (10 articles only). Stylometry looks to perform the 

maximum (95%) of all  other models by NN-MLP-tanh but it exhausted all articles to get this 

result. However, changing the feature from stylometry to n-gram or to the combination of the 

two improves the performance of the same model drastically and makes its score the highest 

with the lowest number of articles per author. A model that gives a higher performance at a 

smaller number of articles per author serves to analyze short and dangerously illegal online 

texts that are usually posted on social media. Thus, the Neural Network models are preferred to 

other classification models for short online text author identification.   

 

 



65 
 

 

Figure 9. The maximum F1-score and its corresponding number of articles 

This figure 9 depicted that outperformed model with small number of articles per 

author for example NN-MLP-tanh 10 number of articles 81% performance with merged and n-

gram features. 
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Figure 10. Effects of precision, recall f1-score in increasing number of articles per author 

This figure shows clearly that affects in performance of number of articles or texts per author additionally the tradeoff between 

precision, recall and the f-score (harmonic mean) within each of the classification models. 
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Figure 11. The number of correct and incorrectly predicted combination of features and models 

 

Figure 11 shows the number of correctly predicted experiments through the 

combination of features, model and number of articles per author as shown in bold in the 

original table of the results. For example, the Naïve Bayes model does not predict the unknown 

author using the n-gram and merged features across all numbers of articles per author, because 

of in the two experiment alpha parameter used the default 1.0that affects the discrimination 

capability and performance of this algorithm. It predicts well under the stylometry feature. 

Neural Network MLP logistic predicts the unknown author using most of the number of 

articles per author in all three features. Merged features predict the unknown author better than 

others in all models except NB Multinomial. 
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5.2.2. Comparison of features 

 

Figure 12 shows the trend of F1-Score over the number of articles per author broken by 

the three features, classification models for both correctly and incorrectly predicted unknown 

author combinations. Merged feature gives the highest performance metric and predicts 

correctly for the unknown author using the NN-MLP-Logistic, NN-MLP-relu model, NN-

MLP-tanh model. N-gram features give the highest performance metric and predict correctly 

for the unknown author using the SVM-Linear model. Merged feature seems to give the 

highest performance metric and predict correct for the unknown author using SVM-Linear 

model 

As shown in Figure 12, the stylometry features show the highest discrimination 

capability and the highest confusion matrix scores or F1-score in NB- Multinomial (a) 

classification model. Therefore, stylometry is the most preferred feature in Naive Bayes 

multinomial Model. However, for all other five classification models, merged features have 

higher values of F1-Score with 40 articles per author and above. This result is more prevalent 

in the three classification models: NN-MLP Logistic (b), NN-MLP-tanh (d) and SVM linear 

(e).  
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a)      b)       c) 

 

d)      e)      f) 

 

Figure 12. The values of F1-score for each feature and classification model broken down by correct and incorrect predictions  
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5.3.Summary 

In this section the results of the two experiments are described and interpreted with 

respect to our research questions. Both experiments contribute many findings which are 

amazing for Amharic text author identification models and features whether we have a small 

number of articles per author or with a maximum number of authors. Those findings of the two 

experiments give a lot of ideas to develop Amharic author identification system. For example, 

when we see the accuracy presented in Table 5 of experiment one, the merged features deliver 

a new best result of 89.25% accuracy from the Neural Network multi-layer perceptron 

algorithm using the three activation functions such as tanh ,relu and logistics. Similarly SVM 

linear gives 86.47% accuracy with merged features. As shown in Figure 4, the use of the 

merged features achieved consistently higher accuracy and the other performance metrics 

(confusion matrix results) for all the number of authors.  

This research obtained better results than the previous research that has been conducted 

by previous researcher [12] who achieved 87% accuracy with 20 authors and combination of 

character 3-gram and word pos 4-garm features. Because of the neural network resource 

intensive we can‟t perform experiment more than 1-gram and 2-gram character-based with 

stylometric features. In this research we used 31 authors and stylometric(lexical and 

syntactic),1-gram combined with 2-garm character based features and NN-MLP-tanh(Neural 

Network Multilayer perceptron with tanh activation function) to achieve a better  result that 

goes upto 89.25%. The findings of this research are, therefore, organized in two subsections as 

we describe it in the experiment set up section above. The first discussion is about the effect of 

the increasing number of authors in each model and features discrimination capability with 

their performance matrix. The second subsection describes the findings related to the effects of 

increasing the number of articles per author on the accuracy and the confusion matrix of the 

models with respect to the three features.  
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CHAPTER SIX 

CONCLUSION AND RECOMMENDATION 

6.1.Conclusion 

 

Distributing information throughout the world using the internet is one of the great 

opportunities and the internet also makes the world one society. All the distributed text 

information through the internet is not legal. The distribution of misinformation anonymously 

brings a challenge to identify these illegal authors. In Ethiopia, nowadays, there are many 

anonymous writers that distribute false narrative texts through different languages. 

In this research we studied the Amharic text author identification using stylometry and 

character based n-gram features with classification algorithms of support vector machine, 

Naive Bayes and Neural Network multilayer perceptron. The Amharic language problems are 

studied through literature review, experimentations, and the solution of the research was 

investigated and compared to each other. The experiments are systematically and scientifically 

arranged which is directly related to research problems. The effect of the number of authors 

over the features and the six classification models. Likewise, the effect of the number of 

articles per author is also studied. The output values are shown by using accuracy, precision, 

recall and f1-scores through all possible combinations of three features and six algorithms.  

The combined or merged features perform better than the individual stylometry and n-

gram features in all models except NB-Multinomial. Moreover, for merged features, support 

vector machine linear kernel function, Neural Network multilayer perceptron with both logistic 

and tanh activation function outperformed other models. Based on the findings, we concluded 

that when the number of authors increases, the performance of the model goes down, because 

increasing the number of authors means increasing the number of classes in classification 
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problems. So in the classification problem when the number of classes increases the accuracy 

decreases. On the other hand, the number of articles per author and model performance metrics 

is directly proportional to each other. This is because in classification problems the increasing 

number tuples in a dataset the classification algorithms accuracy increase. The results of the 

three NN and the two SVM with linear kernel parameter models have shown promising results 

with merged features. Especially Neural Network, the results are stable and show the best 

identification capability from the given suspect. Amharic author identification system can be 

developed using merged features with those three models.  

 Changing the feature from stylometry to n-gram or to the combination of the two 

improves the performance of the same model drastically and makes its score higher with the 

lowest number of articles per author. A model that gives a higher performance at a smaller 

number of articles per author serves to analyze short and dangerously illegal online texts that 

are usually posted on social media. Thus, the Neural Network models are preferred to other 

classification models for short online text author identification.   
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6.2.Contribution of the research 

The contributions of this research are listed below: 

● Collecting, preparing and adding eleven (11) authors of Amharic text corpus on 

the 20 authors corpus collected from previous, a total 31 authors of Amharic 

corpus is organized and ready for the next related studies.  

● Prototype Amharic Author Identification is developed 

● New stylometric Amharic language features of lexical and syntactic are 

extracted and can be used as initial data for future studies 

● Three numbers of algorithms and features (three) were applied to increase the 

possibility of getting the best method that delivers the most effective model for 

author identification analysis. 

● Identified the best features and classification algorithms for Amharic Author 

identification. 

● Studied the effects of increasing the number authors and the number of articles 

per author on Amharic author identification using the performance metrics by 

collecting and organizing Amharic online text. 
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6.3.Recommendation 

  Despite considerable and promising results, this research‟s performance can 

still be enhanced further. The findings of this study open up other research questions 

and the author identified numerous potential research areas. The following tasks are 

recommendations and future research works:  

● Based on this research result the discrimination capability and accuracy of 

stylometry lexical character-based, syntactic and n-gram features are promising 

result.So these imply that this research will be extended to other Ethiopian 

language.  

● This research uses only lexical character-based and syntactic features of 

stylometry with n-garm.From previous related work four stylometric features to 

other languages like English and Chinese  Grigori et al. [48] and Zeng et al. [16] 

perform best using four categories of stylometry.So additionally using  other 

two stylometry (structural and content-specific) features might give promising 

results. 

● This research result shows promising performance of models at a smaller 

number of texts per author. However each article does not have equal number 

words33 and characters based on corpus analysis table this implies an indication 

of need future studies effects of authorship identification specifically for short 

messages that have very small words and characters.  
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APPENDIX 

Appendix A. 
Appendix I. List of Function words [74] 
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Appendix B 
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Appendix C 

Punctuation  Amharic Name  

.  አንድነጥብ (anednetib)  

:  ሁለትነጥብ (huletnetib)  

:-  ሁለትነጥብከሰረዝ (huletnetibkeserez)  

…  ሦስትነጥብ (sostnetib)  

፣ ነጠላሰረዝ (netelaserez)  

፤ ድርብሰረዝ (derebserez)  

‹‹››  ትዕምርተጥቅስ (teemirteteqs)  

!  ትዕምርተአንክሮ (teemirteankro)  

i  ትዕምርተስላቅ (teemirteselaq)  

?  የጥያቄምልክት (yetyaqemilkt)  

/  እዝባር (ezbar)  

()  ቅንፍ (qenef)  
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Appendix D 

First output on terminal  

@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@

@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@ 

@@@@                 ADDIS ABABA UNIVERSITY  2021                                        @@@@ 

@@@@               SisayZinabuGesit                                               @@@@ 

@@@@     Advisor:-Solomon Teferra Abate (PhD)                     @@@@ 

@@@@   Author identification of Amharic online text using                               @@@@ 

@@@@   stylometric and n-gram features by classification techniques       @@@@         

@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@

@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@ 

=================================================================== 

27 Number of Authors with 100 articles per author accuracy and confusion matrix 

=================================================================== 

Stylometry  Accuracy of this model SVM ==> 0.8801042571676803 

Stylometry Accuracy of this model NB ==> 0.8088618592528236 

Stylometry Accuracy of this model NN ==> 0.8731537793223284 

Stylometry predict using NB = ['YohannesEnberbr'] 

Stylometry predict using SVM= ['YohannesEnberbr'] 

Stylometry predict using NN===== ['YohannesEnberbr' ] 

=============================================== 

confusion_matrix_NB_27_authors==>  

 precision   recall  f1-score   support 

 

 BerhanuFekade 0.54   0.90   0.68     41 

 Bewketu_seyoum 0.94   0.98   0.96     45 

 Biruk Abdu    0.78   0.86   0.82     36 

 DawitEndeshaw 0.38   0.35   0.36     17 

 DawitTaye 0.63   0.70   0.67     47 

 DawitTolossa 0.75   0.71   0.73     38 

 DerejeTegenaw 0.83   0.85   0.84     40 
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Diyakon_Daniel_kibret 0.95   0.79   0.86     47 

 Dn_Yaregal_Abegaz 0.94  0.97 0.95     32 

 FissahaGetnet 0.87   0.94   0.91     36 

 HenokYared 0.84   0.82   0.83     56 

 KaleyesusBekele 0.82   0.84   0.83     49 

 MihretMoges 0.94   0.67   0.78     43 

Nahusenay_Tsedalu_psycho   0.92   1.00   0.96     47 

 Nathan Dawit 0.94   0.90   0.92     49 

 Natneal_Mekonin 0.84   1.00   0.91     41 

 NeamnAshenafi 0.89   0.66   0.76     47 

 Rodas_Tadesse 0.97   0.85   0.90     39 

 Samson Abdela 0.67   0.80   0.73     5 

 Seyoum_Teshome 1.00   0.54   0.70     35 

 ShahidaHussen 0.62   0.70   0.66     43 

 TadesseGebremariam 0.79  0.75 0.77     36 

 TamiruTsigea 0.88   0.61   0.72     38 

 TamratGetachew 0.62   0.42   0.50     12 

 WidnehZenebe 0.77   0.72   0.75     57 

 YohannesEnberbr 0.66   0.75   0.70     28 

 ZemenuTenagne 0.59   0.67   0.63     24 

 dr_Zebene_Lema 0.77   0.92   0.84     25 

prof_mesfin_w_maryam 0.97   0.97   0.97     37 

 sisay_sahlu 0.86   0.95   0.90     19 

 zemedkun            0.89   1.00   0.94     42 

 

 accuracy  0.81   1151 

 macroavg  0.80   0.79   0.79   1151 

 weightedavg 0.82   0.81   0.81   1151 
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Appendix E 

Secondoutput on csv file sample cv_results_  GridSearchCV of SVM with merged features 
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Appendix F   :-The effect of the number of authors on precision, recall and f1-score measures by features and models, percent 

Features  

No of 

Author's 

NB-

Multinomial
1
 SVM-Linear

2
 SVM-RBF

3
 

NN-MLP-tanh
4 

NN-MLP-rule 5 NN-MLP-Logistic
6
 

Stylometry 

 P  R F P  R F P  R F  P  R F P  R F P R F 

3 89 89 89 85 85 85 70 72 71 92 90 91 84 84 84 88 86 87 

6 91 90 90 76 74 75 77 77 76 82 80 81 76 75 75 84 82 83 

9 79  79 79 74  72 73 66 70  67  80 79 79 76 74  75 84 84 84  

12  80 81 79  78 78 78 72 69  69 82  80 81 73 73  72 84 82 83  

15  77 77 76  76 74 75 74 73  72  82 81 81 70 70  69 85 84  84 

18  83 79 79  78 78 78 76 75  74  76 74 75 70 67  67 84 82 81  

21  83 83 82  73 74 72 62 62  62  73 73 73 76 74 75 84 84 84  

24  82 80 80  73     70 69 66 66  66  76 76 76 72          73 72 82 80  81 

27 76  75 75 74  73 73 66 64 64 68  66 66 65 64  64 78 76 76  

31 74       73 73 73 71 72 64       63       62  66 66 66 63 63  63 72 70 71  

N-gram-

char 

3 87 85 85 90 90 90 84 84  84 96 94 95 92 92 92 84 84 83 

6 90 86 87 92 90 91 92 93 92  91 90 90 91 91  91 92 91 90 

9 85 76 78 90 88 89 87 84  85 90 88 89 88 84  86 84 85 84  

12  83 74 75 89 92 91 92 91 91 93 92 91 90 90  90 90 89 89  

15  71 65 64 90 88 89 86 83  84  88 84 86 86 86  85 94 92 93 

18  72 67 69 90 88 89 85 83  82 92 88 91 84 84  84 88 88 88  

21 81 67 66 89 88 87 85 84  83 89 88 89 85 85  84 86 84  85 

24  76       69 67 88 90 89 85  84 84 88 90 89 85  85 85 88 86 87  

27 76 69 67 89 88 88 84 82 82 83 83 82 86 82 84 87 89 88 

31  67       63 60 85 89 87 86 84  85 80 79 79 88  84 86 87 87 88 

Merged  3  84 80 78 92 92  92 85 85 84 94 92 93 95 95 95 88 85 86  
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6  90 87 87 91 95 93 90 87  87  91 93 92 94 90 92 92 91 91  

9  85 85 84 90 88 89 89 89  89 87 85  85 92 90 91 92 90 91  

12  86 84 84  92 91 91  92 91 91  90 92 91 88 90  88 95 93 94 

15 81 77 77 89 88 88 88 86  87  92 90 91 92 90 91 92 91 91  

18  83 79 79 90 88 89 91 88  88 93 91 92 93 93 93 86 84 84  

21 83 82 81 90 91 91 91 91 91 92 92 92 86 86 85 93 91 92 

24 85 83 83 88 89 88 88 87  87 90 94 92 86 85  85 86 85 85  

7 81 80 79 88 87 87 88  88 88  86 84 85 84  83 83 90 91 90 

31 80 78 77 87 86 87 86 86 86  81       81 81 88 89 89  81       81 81 

 

Key: 1. P=Precision, R=Recall and F=F1-score
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Appendix G:- The effect of the number of articles per author on the three metrics by features and by models 

Feat

ures  

No_of 

Articles 's 

NB-

Multinomial1 SVM-Linear4 SVM-RBF5 

NN-MLP-tanh2  

NN-MLP-rule 3 

NN-MLP-

Logistic3 

Stylo

metry 

Articles P  R F P  R F P  R F  P  R F P  R F P R F 

10 64 68 64 47 47 43 47 47 43 49 43 49 32 39 32 45 53 45 

20 60             70 61  69      72      66 54  58 56 50 52 51 56 54 55 64 60 61 

30  71 67 66  68 67 64  66 68 67 66 68  67 55 53 52  69 69 68 

40 74 73 73 54 50 52 49 52 50 60 64 60 64 60 62 69 64 65 

50  82 80 79 56 55 54  54 52 53 55 55  54 68 64 65  66 64 65 

60 76  77 75 61  60 59 54  52 52 68 67 66 52 53 51  66 64 64 

70  70 68 69  70 68 69  60 60 59 64 66 65 61 62 60  70 72 71 

80  78 78 77  70 71 71 64 64 63 68 66  65 64 64 63  72 73 71 

90  78 78 77  72 71 71 64  63 61 70 72  71 62 62 61  74 74 72 

100 80  79 79  88 86 86  89 89 89 95 94  95 86 84 85  84 85 84 

N-

gram-

char 

10  14 17 14 70  69 64  39 38 35 83 82  81 58 54 50 62 58 62 

20 72 70 71 78 74 76 57 62 61 80 78 79 68 70 69 79 76 77 

30  67 51 52  70 67 66  65 62 60 73 71  70 62 61 60  82 80 81 

40 78 74 76 80 78 79 70 74 71 82 80 81 80 74 78 82 78 80 

50  76 67 66 85  83 83  83 80 80 73 73  73 88 86 87  82 81 83 

60  73 69 67  80 82 81  76 75 74 85 85  84 77 77 76  82 80 81 

70  71 69 67 85 83 83 80 76 78 84 84 85 77 79 78 82 86 84 

80  72 69 68 84 80 82  81 79 79 88 84 86 80 79 78  84 88 86 

90 72  69 68 87 85 85 81  79 79 88 84 86 80 79 78  85 84 84 

100  75 74 73 98  97 97 96  94 94 98 96  97 96 94 97  95 95 95 

 10  69 64 61 69  64 61 54  55 52 83 82  81 38 37 35  60 62 61 
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Merg

ed  

20 70 62 68 78 74 76 68 72 70 85 80 83 82 82 81 64 60 62 

30  75 71 69 74  72 69  74 72 69 63 61 60 80 79 77 86 84 85 

40 75 74 74 85 81 83 76 80 78 86 85 88 54 62 63 86 82 84 

50  82 80 78  82 80 78  76 74 75 89 88  88 74 72 72  86 84 85 

60 79 79 77 82  81 81 82  81  81 87 87 87  72 74  72 87 87 86 

70 76 82 77 85 81 83 86 82 84 88 87 87 76 79 77 89 88 87 

80  82 79 79 84 86 85  85 85 84 86 84  85 90 86 88 85 85 84 

90  83 83 82 89 85 87 85  85 84 90 86 88 84 83 83 86 86 84  

100  84 82 82 98 98 98  97 97 97 98 98  98 97 97 97  97 95 96 

 


