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Abstract

Pronunciation variation is one of the main factors that degrade the performance of Amharic ASRS. It is caused either by intra-speaker or inter-speaker variability. This paper describes how the performance of a speaker dependent continuous Amharic speech recognizer is enhanced by modeling pronunciation variation. It uses three methods to design Amharic pronunciation dictionaries.

The first method is a grapheme based canonical pronunciation dictionary that contains a single pronunciation for each word in the lexicon. The second method is a grapheme based multiple pronunciation dictionary that contains alternate pronunciations for some of the words in the lexicon. The pronunciation variants in the second method are generated using knowledge based approach. The third method is a grapheme based multiple pronunciation dictionary where the pronunciation variants are generated using data-derived approach.

Using the second and third methods has led to a larger improvement in SER compared to the benchmark first method. The SER rates measured for the first method are 39%, 41%, 42% and 44% for speaker1, speaker2, speaker3 and speaker4 respectively. The SER rates measured for the second method are 31%, 33%, 35% and 38% for speaker1, speaker2, speaker3 and speaker4 respectively. Compared to the first method, a statistically significant decrement of 8%, 8%, 7% and 6% SER is measured in the second method for speaker1, speaker2, speaker3 and speaker4 respectively. Using the third method for only one of the four speakers has led to a 6% SER which is a further decrement of 25% SER compared to the second method. Using the acoustic evidence transcription of this speaker to the other three speakers has led to 12%, 17% and 19% SER for speaker2, speaker3 and speaker4 respectively. Compared to the second method, a statistically significant decrement of 21%, 18% and 19% SER is measured in the third method for speaker2, speaker3 and speaker4 respectively.

Key words: Automatic Speech Recognition Systems, Pronunciation Dictionary, Pronunciation Variation, Pronunciation Variation Modeling.
CHAPTER ONE

INTRODUCTION

1.1 General Background

Speech is the physical production of sound units. These sounds units are produced to represent letters, words and sentences of a given language. Automatic Speech Recognition (ASR) is the decoding of information conveyed by a speech signal into a set of characters (words). ASR is a complex task and as a result, different constraints may need to be imposed during the development of speech recognition systems. Based on the constraints, ASR systems may be categorized as speaker dependent or independent, isolated or continuous speech, small, medium or large vocabulary system, read or spontaneous speech and noisy or noise free speech (Deller et al., 2000).

Using a lot of speakers during the training phase of the Acoustic Models will result in speaker-independent systems. They are capable of recognizing speech from any speaker enrolled or not during the training phase. The opposite is to tailor the system to one speaker using only speech data from this particular speaker during training resulting in speaker-dependent systems. Such speech recognition systems recognize speech of a speaker whose speech is used during the development of the recognizer. While they usually perform better for this speaker, the performance for other speakers will be worse.

If only single words are to be recognized, i.e. the words in a sentence are spoken with long pauses in between so that each word can easily be isolated from each other; they are called isolated word recognition systems. This mode of operation is often used in command and control systems where devices are controlled by speech and in high quality dictation systems. In this case, all the words in the dictionary are equally probable to be spoken at any time. Systems that do not require pauses between the words and that allow complete sentences to be spoken are called continuous speech recognition (CSR) systems. Here, all words are not equally probable, but a Language Model is employed to predict the likelihood of word sequences.
Small vocabulary recognition systems are those which have a vocabulary size of 1 to 99 words whereas medium and large vocabulary systems have a vocabulary size of 100 – 999 and 1000 or more words, respectively.

Broadly speaking, there are three approaches to speech recognition namely acoustic phonetic approach, pattern recognition approach and artificial intelligence approach (Rabiner and Juang, 1993). The Acoustic-Phonetic approach is based on the theory of acoustic phonetics that postulates that there exists finite, distinctive phonetic units in spoken language and that the phonetic units are broadly categorized by a set of properties that are manifested in the speech signal, or its spectrum, over time. The Pattern-Recognition approach is basically the one in which the speech patterns are used directly without explicit features. It consists of two steps-namely, training of speech patterns and pattern recognition via pattern comparison. Artificial Intelligence approach is a hybrid of acoustic phonetic approach and pattern recognition approach in that it exploits ideas and concepts from both methods.

The typical ASR system mainly consists of the acoustic model, pronunciation model, language model and decoder components. The acoustic model provides the probability that when the speaker utters a word sequence, the acoustic processor produces the representation of the word sequence. The pronunciation model specifies the words that may be output by the speech recognizer. The language model provides an estimate of the probability of a word sequence \( W \) for a given recognition task. The decoder takes the acoustic model, the pronunciation model and the language model and output the most likely sequence of words.

**1.2 Statement of the Problem**

Amharic, which belongs to the Semitic language family, is the official language of Ethiopia. In this family, Amharic stands second in its number of speakers after Arabic (Ethnologue, 2004). Amharic has five dialectical variations (Addis Ababa, Gojjam, Gonder, Wollo, and Menz) spoken in different regions of the country (Bender et al., 1976). For various reasons, words in Amharic are pronounced differently and varied from one speaker to another and from one situation to another. This is termed as pronunciation variation and is one of the major factors that degrade the performance of Amharic ASR systems.
The objective of ASR is to derive the correct string of spoken words from an acoustic signal. However, pronunciation variation makes it more difficult to achieve this objective, as the variation can result in recognition errors. The goal of pronunciation modeling is to minimize the recognition errors due to pronunciation variation and thus improve the performance of the ASR system. The recognition errors can be a direct result of variants that are pronounced but not included in the lexicon.

A canonical pronunciation dictionary contains a single pronunciation for each word. However, some Amharic words have more than one pronunciation. Table 1.1 shows some examples of Amharic words that have multiple pronunciations.

<table>
<thead>
<tr>
<th>Word</th>
<th>Pronunciation 1</th>
<th>Pronunciation 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yours father</td>
<td>የአእባት/yeabath/</td>
<td>ከአእባት/yabath/</td>
</tr>
<tr>
<td>Aloes</td>
<td>እ.removeItem/</td>
<td>዆.riet/</td>
</tr>
<tr>
<td>Merciful</td>
<td>የርሬ/ruhruh/</td>
<td>የርሬ/ruhruh/</td>
</tr>
<tr>
<td>After growing</td>
<td>ከአደ gerekti/keadege/</td>
<td>ከአደ/keadege/</td>
</tr>
<tr>
<td>Refuse</td>
<td>ከመጋቢ/ixmbii/</td>
<td>ከመጋቢ[ixmbiyy/</td>
</tr>
<tr>
<td>Country</td>
<td>ከር/ager/</td>
<td>ከር/hager/</td>
</tr>
<tr>
<td>Idea</td>
<td>ከአ/asar/</td>
<td>ከአ/asar/</td>
</tr>
<tr>
<td>Forever</td>
<td>ከአአም ኪለም/zelalem/</td>
<td>ከአአም/zelealem/</td>
</tr>
<tr>
<td>Vow</td>
<td>ከሮ '&lt;%=elealem/</td>
<td>ከሮ/elealem/</td>
</tr>
<tr>
<td>Minister</td>
<td>ይክክሠቶታ/miisixtixr/</td>
<td>ይክክሠቶታ/miisixtixr/</td>
</tr>
<tr>
<td>Salary</td>
<td>የማህዳ Feather/</td>
<td>የማህዳ Feather/</td>
</tr>
</tbody>
</table>

These pronunciation variations can be the result of either intra-speaker variability or inter-speaker variability. Intra-speaker variability is the variation in pronunciation for one and the same speaker where as inter-speaker variability is the variation among different speakers. Inter-speaker variability can be due to factors such as vocal tract differences, age, gender, regional accent, voice quality etc. (Biemans, 2000).

There are also cases where contaminations of phone models caused by a mismatch between the acoustic signal and the corresponding transcription during training due to phone insertion, phone deletion or phone substitution degrade the performance of Amharic ASR. Some Amharic words as shown in Table 1.2 may have a different transcription acquired from acoustic evidence in contrary to language grapheme transcription. While acoustic evidence transcription is
acquired from acoustic data, language grapheme transcription is acquired from transliteration scheme.

<table>
<thead>
<tr>
<th>Amharic Word</th>
<th>Language grapheme transcription</th>
<th>Acoustic evidence transcription</th>
</tr>
</thead>
<tbody>
<tr>
<td>ⲃ ierrSח (education)</td>
<td>/tmhrt/</td>
<td>/tixmhixrt/</td>
</tr>
<tr>
<td>גימ (private)</td>
<td>/gl/</td>
<td>/gixl/</td>
</tr>
<tr>
<td>גירגיר (research)</td>
<td>/mrmr/</td>
<td>/mixrmixr/</td>
</tr>
<tr>
<td>גירגיר (stadium)</td>
<td>/stadiiyom/</td>
<td>/sixtadiiyom/</td>
</tr>
<tr>
<td>גירגיר (Ethiopian currency)</td>
<td>/brr/</td>
<td>/bixrr/</td>
</tr>
<tr>
<td>גירגיר (advice)</td>
<td>/mkr/</td>
<td>/mixkr/</td>
</tr>
<tr>
<td>גירגיר (patience)</td>
<td>/tixgst/</td>
<td>/tixgsixt/</td>
</tr>
<tr>
<td>גירגיר (clear)</td>
<td>/glxx/</td>
<td>/gixlxx/</td>
</tr>
<tr>
<td>גירגיר (vice)</td>
<td>/mklt/</td>
<td>/mixktixl/</td>
</tr>
</tbody>
</table>

Table 1.2: Sample Amharic word transcriptions from transliteration scheme and acoustic evidence

These epitomize how pronunciation variation causes problems for ASR and consequently why it should be modeled. Although there are many factors that affect the performance of ASR system, the existence of pronunciation variation is one of the main factors that degrade the performance of Amharic Speech recognition systems. Pronunciation variation is not modeled for Amharic ASR systems so far and the performance of Amharic Speech Recognition System has not reached its maximum possible performance when compared to technologically favored languages. Hence, this research focuses on pronunciation variation modeling to enhance the performance of Amharic Speech Recognition Systems.

1.3 Motivation

One of the major difficulties in speech recognition systems is the variability in speech data, due, among other reasons to alternate pronunciation of words, even within the same speaker (Wooters and Stolke, 1996). The lexicon is usually composed of a set of words and a single pronunciation for each of them. This pronunciation is considered to be the standard or correct one, but it usually doesn”t have to do very much with the actual pronunciation of the word in a real environment (Westendorf and Jelitto, 1996).

Words are pronounced differently by different people, a phenomenon called pronunciation variation. Pronunciation variation has been studied in the speech recognition field and reports
show that pronunciation variation can cause the performance of automatic speech recognition systems deteriorate if it is not well accounted for. This is due to the fact that variants of a pronunciation are not included in the lexicon. This failure to capture an important source of variability is potentially a significant cause for the relatively poor performance of Amharic ASR.

Studies by McAllaster et al. (1998) and Saraclar et al. (2000) have shown that large improvements are feasible, if there is match between the acoustic models used during recognition and the transcription in the lexicon. In other words, these experiments show that substantial improvements are possible through pronunciation variation modeling.

No research has been done to the best of our knowledge to enhance the performance of Amharic ASR through pronunciation variation modeling. Hence, this research work focuses on solving the pronunciation variation problem by adding multiple pronunciations to words that have more than one pronunciation in the corpus and acquiring the actual pronunciation for each word in the lexicon from acoustic evidence in order to fit the acoustic data better.

1.4 Objectives

The general and specific objectives of this research are described below.

1.4.1 General Objectives

The general objective of this research work is to enhance the performance of Amharic ASR system.

1.4.2 Specific Objectives

The specific objectives of this research work are:

- Selecting appropriate speech recognition model.
- Designing enhanced Amharic ASR system.
- Incorporating multiple pronunciations into Amharic lexicon.
- Incorporating acoustic and linguistic evidence into the multiple pronunciation Amharic lexicon.
- Integrating the pronunciation dictionary with the ASR.
- Training the ASR model using Amharic parallel corpus.
• Testing and analyzing the performance of enhanced ASR model.

1.5 Scope of the Study

The scope of this study is limited to modeling the pronunciation variation of Amharic to minimize the recognition errors due to pronunciation variation and thus enhance the performance of large vocabulary, continuous, speaker dependent Amharic speech recognition system.

1.6 Methodology

In order to achieve the objectives of the study, the following methods are employed.

1.6.1 Literature Review

Extensive literature review is conducted to get a deeper understanding of pronunciation variation modeling to improve the performance ASR systems for other languages and review works done on Amharic ASR.

1.6.2 Data Collection

A speech corpus is one of the fundamental requirements for any speech recognition research. The speech corpus is collection of speech recordings which is accessible in computer readable form, and which has an annotation and documentation sufficient to allow re-use of data.

The speech corpus is designed according to best-practice guidelines established for other languages. Standard speech corpora consist of a training set and evaluation test sets. The training set is intended to collect speech data for training the recognizer and the evaluation test set is for the purpose of final evaluation of the recognizer.

The selection of sentences aims at both a phonetically rich and balanced collection of sentences. To accomplish phonetic richness, we select 800 training and 100 evaluation test sentences. The training sentences consist of 3309 distinct Amharic words of which 190 of them have pronunciation variants. They are selected from 8 different Amharic sources (political news, economy news, sport news, health news, fiction, Bible, penal code and 100 Federal Negarit Gazzeta) which contribute to the inclusion of all Amharic phones. The text corpus is shown in
Appendix K. Phonetic balance of the corpus is achieved by selecting those sentences which contribute to the preservation of the distribution of phones in the Amharic language.

Having obtained the text, some problems that are encountered are solved. These include abbreviations are expanded and numbers are textually transcribed. To avoid elongated sentences that create difficulty for the readers, sentences with a maximum of twenty words in length are chosen from the available sources.

Having the text corpus, a sample of 800 training sentences are selected for recording. Hence, a parallel Amharic speech corpus is prepared. The corpus is recorded by four speakers (two male and two female). The evaluation test sets consist of 100 distinct sentences. The training and evaluation test sets are recorded by speakers in the age range of 22 to 30. Though the scope of the research is limited to speaker dependent ASR, the recording of the four speakers is used to perform various analysis as per the design of the pronunciation variation stated in section 1.6.4.

The prepared sets of training and evaluation test sentences are recorded using Audacity software with the sample frequency of 48 kHz, sample size of 16 bits and Mono channel. The training and evaluation sentences are saved in the Resource Interchange File Format (RIFF). Both the training and test data are carried in a quite resident environment using microphone. Since the training and test data are recorded in the same environment, the effect of noise is not significant.

1.6.3 Modeling

HMM-based systems are currently the most commonly used and most successful approach for ASR. The research uses phoneme based HMM model with three emitting states and without skip arcs as it is the state of art number of states and topology for phoneme based ASR systems.

1.6.4 Design of Pronunciation Variation Methodology

The research has designed three pronunciation dictionaries for the Amharic ASR. They are described as follows:

The first pronunciation dictionary has a single pronunciation for each word in the corpus collected for training and testing purpose where the pronunciation of each word is blindly defined as the transliteration of the language grapheme. It has distinct 3009 Amharic words. For
example, the Amharic words “ትምህርት” and “ተማሪ” are pronounced as “t m h r t” and “t e m a r i i” respectively. We call this as **grapheme based method with single pronunciation**.

The second pronunciation dictionary has multiple pronunciations for words that have more than one pronunciation in the first pronunciation dictionary. The multiple pronunciations in the second pronunciation dictionary are collected from Amharic linguistic literature and dictionaries. It has distinct 3499 Amharic words. For example, the Amharic words “ትድግስት” (patience) and “ዯሞዜ” (salary) can also be pronounced as “ትግስት” and “ዯ መወዜ” respectively. Hence, the Amharic words “ትድግስት” and “ዯሞዜ” will have two pronunciations. Each pronunciation is represented as the transliteration of the grapheme sequence of the alternate pronunciation word. We call this as **grapheme based multiple pronunciation method without acoustic evidence**.

The third pronunciation dictionary has multiple pronunciations for some of the words in the lexicon where the pronunciation of each word is manually transcribed from acoustic evidence in addition to the alternate pronunciations obtained above. Acoustic evidence is collected from the speech corpus for one of the speaker and it is used for the other speakers to see the effect of the acoustic evidence transcription of one speaker on the other. We call this as **grapheme based multiple pronunciation method with acoustic evidence**.

The three pronunciation dictionaries are tested by building ASR model for each of the four speakers independently.

### 1.6.5 Tools and Techniques

The research uses the Hidden Markov Model Toolkit (HTK) that is a portable toolkit for building and manipulating HMM. HTK is primarily used for research in speech recognition. It consists of a set of library modules and tools available in C source code. The tools provide sophisticated facilities for speech analysis, HMM training, testing and results analysis. The HTK tools are prepared for all the processing steps involved in speech recognition system. The main phases or steps are: data preparation, training, recognition and performance analysis. In data preparation, all of the speech data needed both for training and testing are recorded. The training phase defines the topology required for each HMM. The recognition phase outputs a
transcription file against which the recognizer’s performance is analyzed. The performance analysis phase enables to evaluate the performance of the ASR system. The research uses Audacity software for recording and editing sounds, Cygwin software for executing HTK commands on Windows operating system and praat software for transliterating words manually from acoustic evidence.

1.6.6 Evaluation and Analysis

The research evaluates the performance of the developed ASR system using the Sentence Error Rate (SER) and Word Error Rate (WER) criterion. The SER tells us the rate of wrongly recognized sentences. The WER metric is the ratio of the number of word recognition errors to the number of words in the reference.

1.7 Application of the Results

Speech recognition systems are applied in different application domains. Some of the most common application areas of speech recognition systems include dictation systems, command and control systems, telephony systems, as an assistive technology for disabled people like the handicapped that cannot use keyboard or any pointing devices, audio based information retrieval systems etc. Dictation system includes medical transcriptions, legal and business dictation, and general word processing. Command and control systems use speech input to perform functions and actions. Telephony systems allow callers to speak commands instead of pressing buttons to dial a number.

In general, apart from being a natural way of interfacing with machines (like PCs, Telephones, Television etc), ASR renders the following advantages: it helps to speed up inputting information (much faster than using the ubiquitous, keyboard even for the fastest possible typists); it avoids pains related to typing (like repetitive stress injury); using ones voice, the hands and the eyes are free and movement is unconstrained.

1.8 Organization of the Thesis

The rest of the thesis is organized as follows. Chapter 2 discusses about the major components of ASRs, errors made by speech recognizers, the Amharic language, types of ASR, HMMS, approaches to the development ASR, types of HMMs, pronunciation variation, pronunciation variation modeling for ASR and issues in pronunciation variation modeling. Chapter 3 discusses
about related works done on pronunciation variation modeling to improve the performance of speech recognition systems for other languages and review works done so far on Amharic ASRs. Chapter 4 discusses about the design and implementation of the research. It describes about the description of the system design, major components, data preparation, training, recognition and analysis. Chapter 5 discusses about the experimental result and analysis. Chapter 6 concludes the thesis by outlining achievements, drawbacks and possible future works to improve the work carried out by this research.
CHAPTER TWO

LITERATURE REVIEW

The statistical approach for speech recognition (Huang et al., 1993) has virtually dominated Automatic Speech Recognition (ASR) research over the last few decades, leading to a number of successes (Rabiner and Juang, 1993). The problem of speech recognition is defined as the conversion of spoken utterances into textual sentences by a machine. An utterance that is given as input to an Automatic Speech Recognition (ASR) system is digitized and processed using signal processing algorithms to extract representational vectors \( X = x_1, x_2...x_t \). The problem of speech recognition can be formally stated as (Young et al., 2006):

\[
\hat{W} = \arg\max_{W \in \mathcal{W}} P(W|X) \quad (2.1)
\]

with \( W \) being the set of possible word sequences. Thus, the problem is to maximize the conditional probability over all possible word sequences \( W \) given the acoustics \( X \).

Because of the extremely large number of possible word sequences in natural language and the enormous range of variation in the acoustic signals that is produced when different speakers pronounce the “same” sequence of words, \( P(W|X) \) cannot be computed directly. In order to deal with this problem, Bayes’ rule is used to break up this probability into components:

\[
\hat{W} = \arg\max_{W} \frac{P(X|W)P(W)}{P(X)} \quad (2.2)
\]

As the prior probability \( P(X) \) in the denominator of equation 2.2 is constant over all \( W \), equation 2.2 may be simplified to:

\[
\hat{W} = \arg\max_{W} P(X|W)P(W) \quad (2.3)
\]
Thus, the ASR system must model two probability distributions: $P(X|W)$ which is the posterior probability of the acoustics given a string of words, and is modeled by the acoustic models; and $P(W)$, the prior probability of a string of words, which is modeled by the language model.

Since hypothesis $W$ is a sequence of words $W = w_1, w_2...w_N$,\[\max_{W} P(X/W)P(W) = \max_{W} P(X/w_1, w_2...w_N) \times P(w_1, w_2...w_N)\] (2.4)

The statistical approach is itself dominated by the powerful statistical technique called Hidden Markov Model (HMM). Words in utterances are represented by sub-word units called phones. If $w_i$ is a word model, then $P_i = p_1, p_2...p_n$ is corresponding sequence of phonemes. Each phoneme may further be realized as a sequence of states, $Q = q_1, q_2...q_s$. Thus models of utterances are deconstructed into a phoneme state sequence $Q_i$.

An HMM consists of $N$ hidden states, $M$ distinct types of observations, state transition probability matrix $A$, probability distribution of the observations $B$ and the initial state distribution $\pi$ parameters. Together, these parameters are denoted by $\lambda = (A, B, \pi)$.

The operation of an HMM is characterized by the hidden state sequence $Q= \{q_1,q_2,......,q_n\}$ and the observation sequence $O= \{o_1,o_2,......,o_n\}$.

$$P(Q|\lambda) = \pi_{q_1} \cdot \prod_{n=1}^{N-1} a_{q_n,q_{n+1}} = \pi_{q_1} \cdot a_{q_1,q_2} \cdot a_{q_2,q_3} \cdot \ldots \cdot a_{q_{N-1},q_N}$$

The probability of a state sequence $Q= \{q_1,q_2,......,q_n\}$ coming from an HMM parameters $\lambda$ corresponds to the product of the transition probabilities from one state to the following.

To decode the best state sequence, a Viterbi approximation is often employed. The Viterbi algorithm tries to find the state sequence which has the highest posterior probability on the observations.
2.1 Components of ASR

Although there are different kinds of speech recognition systems, most have similar major components (Rabiner and Juang, 1993). Figure 2.1 shows the general architecture of ASR system. It is described as follows:

![Diagram of ASR system](image)

**Feature Extraction**: It converts the speech signal into a sequence of acoustic feature vectors. The goal is to extract a number of features from the signal that have a maximum of information relevant for classification. That means features that are robust to acoustic variation but sensitive to linguistic content are extracted. Put in other words, features that are discriminant and allow distinguishing between different linguistic units (e.g., phones) are required. On the other hand, the features should also be robust against noise and factors that are irrelevant for the recognition process. The number of features extracted from the waveform signal is commonly much lower than the number of signal samples, thus reducing the amount of data.

**Acoustic model**: The acoustic models are statistical models which capture the correspondence between a short sequence of acoustic vectors and an elementary unit of speech. The elementary units of speech that are most often used in ASR are phones. Phones are the minimal units of speech that are part of the sound system of a language, which serve to distinguish one word from another.

The predominant approach to acoustic modeling in speech recognition is to use Hidden Markov Models (HMMs). An alternative to the standard HMM approach is a hybrid approach in which...
Artificial Neural Networks (ANN) and HMMs are employed. In order to recognize speech, the acoustic models must first be trained. During training, the parameters for the models are estimated from recorded speech material which has been orthographically transcribed (i.e., at word level). Additionally, a phonetic transcription of the words is needed. Transforming a word sequence to a phone sequence is accomplished by looking up the phonetic transcription for a word in the lexicon (Rabiner and Juang, 1993).

An HMM is a stochastic automaton, consisting of a collection of states connected by transitions. Two sets of probabilities are associated with each state: a transition probability, which gives the probability of taking the transition from one state to another, and an output or emission probability density function, which specifies the probability of emitting each output symbol at each state. An HMM is trained for each recognition unit (e.g. phones) defined in the system.

**Pronunciation Model:** It consists of the orthography of words that occur in the training material and their corresponding phonetic transcriptions. It specifies the finite set of words that may be output by the speech recognizer. The transcriptions can be obtained either manually or through grapheme-to-phoneme conversion.

A pronunciation dictionary can be classified as a canonical or alternative on the basis of the pronunciations it includes. For each word, a canonical pronunciation dictionary includes only the most probable pronunciation that is assumed to be pronounced in read speech. It does not consider pronunciation variations such as speaker variability, dialect, or co-articulation in conversational speech. On the other hand, an alternative pronunciation dictionary is a pronunciation dictionary that includes all the alternate pronunciations that are assumed to be pronounced in speech (Fukada et al., 1999).

**Language Model:** The language model contains rudimentary syntactic information. Its aim is to predict the likelihood of specific words occurring one after another in a given language. Typical recognizers use n-gram language models. An n-gram contains the prior probability of the occurrence of a word (unigram), or of a sequence of words (bigram, trigram etc.):

\[
\begin{align*}
\text{unigram probability } & P(w_i) \\
\text{bigram probability } & P(w_i|w_{i-1}) \\
\text{n-gram probability } & P(w_i|w_{i-1}, w_{i-2}, \ldots, w_1).
\end{align*}
\]
Decoder: The decoder is the speech engine that takes the acoustic model, the pronunciation model, the language model, and observation sequence and outputs the most likely sequence of words.

2.2 Errors Made by Speech Recognizers

Though ASR research has come a long way, today’s systems are far from being perfect. Speech recognizers are brittle and make errors due to various causes. L. L. Chase (1997) attempts a detailed characterization of errors made by speech recognizers. Accordingly, most errors made by ASRs fall into one of the following categories:

1. Out of Vocabulary errors: Current state of the art speech recognizers are closed vocabularies. So, they are incapable of recognizing words outside the system’s vocabulary. Besides misrecognition, the presence of an Out of Vocabulary in an input utterance causes errors to its neighboring words.

2. Homophone Substitution: These errors are caused if more than one lexical entry has the same pronunciation (phone sequence). While decoding, they may be confused with one another causing errors. In general, the language model disambiguates in the event of such confusion.

3. Language model bias: Because of an undue bias (effected by high language weight) towards the language model, the decoder may be forced to reject the true hypothesis in favor of a spurious candidate. These errors may occur along with analogous acoustic model bias.

4. Multiple acoustic problems: This is a broad category of errors comprising those due to bad pronunciation entries; disfluency, mispronunciation by the speaker himself/herself or confused acoustic models (possibly due to noise etc.)

2.3 The Amharic Language

Amharic, the official language of Ethiopia, is a Semitic language that has the greatest number of speakers after Arabic. It is believed that Amharic has 17.4 million speakers as a mother tongue language and 5.1 million speakers as a second language (Ethnologue, 2004).
2.3.1 Consonants

A set of 38 phones, seven vowels and 31 consonants, makes up the complete inventory of sounds for the Amharic language (Baye, 2010). Consonants are generally classified as stops, fricatives, nasals, liquids and semi-vowels. Table 2.1 shows the phonetic representation of Amharic consonants as to their manner of articulation, voicing and place of articulation.

Some of the Amharic consonants have similar phonetic transcriptions like English. These include ኀ[b], ኲ[d], ና[f], ኪ[g], ኬ[h], ኧ[k], እ[l], ኱[m], ክ[n], ከ[p], አ[r], ኯ[s], ኴ[t], ቱ[i], ቷ[w], ኦ[y] and ቪ[z]. They correspond to English consonants b,d,f,g,h,k,l,m,n,p,r,s,t,v,w,y, and z.

There are also sounds that have similar sound as English sounds, but are represented using different symbols. These include ዘ[ch], ዖ[nx], ዐ[sx] and ዟ[zx]. Sounds that are the characteristics of Amharic but not found in English are ዒ[px], ዔ[tx], ዏ[xx], ኋ[cx] and ካ[q] (Solomon, 2006).

In Amharic, all consonants except ኩ/h/ and ኪ/ax/ may occur in either a geminated or a non-geminated form. The gemination of Amharic is not shown in the orthography. Gemination is the lengthening in time of the consonants.
Table 2.1: Categories of Amharic Consonants

<table>
<thead>
<tr>
<th></th>
<th>Labials</th>
<th>Alveolar</th>
<th>Palatals</th>
<th>Velars</th>
<th>Labio-Velar</th>
<th>Glottals</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Stops</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Voiceless</td>
<td>p  ጭ</td>
<td>t  ቈ</td>
<td>ኳ</td>
<td>k  ሀ</td>
<td>እ</td>
<td>እ</td>
</tr>
<tr>
<td>Voiced</td>
<td>b  ይ</td>
<td>d  ኺ</td>
<td>ኪ</td>
<td>g  ኲ</td>
<td>ኩ</td>
<td>ኩ</td>
</tr>
<tr>
<td>Glottalized</td>
<td>px ሱ</td>
<td>tx ቪ</td>
<td>t</td>
<td>q  ሪ</td>
<td>qwa አ</td>
<td>ሱ</td>
</tr>
<tr>
<td><strong>Fricatives</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Voiceless</td>
<td>f  አ</td>
<td>s  ዐ</td>
<td>sx ኱</td>
<td></td>
<td></td>
<td>኱</td>
</tr>
<tr>
<td>Voiced</td>
<td>z  ከ</td>
<td>ኰ</td>
<td>ካ</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Glottalized</td>
<td>xx ኦ</td>
<td></td>
<td></td>
<td></td>
<td>hwa ከ</td>
<td>ከ</td>
</tr>
<tr>
<td><strong>Affricatives</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Voiceless</td>
<td>ዳ</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Voiced</td>
<td>j ሪ</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Glottalized</td>
<td>cx ኧ</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Nasals</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Voiced</td>
<td>m ኉</td>
<td>n ኊ</td>
<td>nx ሺ</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Liquids</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Voiced</td>
<td>l ኑ</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Glides</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>w የ</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2.2: Categories of Amharic Vowels

<table>
<thead>
<tr>
<th></th>
<th>Front</th>
<th>Central</th>
<th>Back</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>High</strong></td>
<td>ኢ   [ii]</td>
<td>ኢ [ix]</td>
<td>ኢ [u]</td>
</tr>
<tr>
<td><strong>Mid</strong></td>
<td>ኡ [ie]</td>
<td>ኡ [e]</td>
<td>ኡ [o]</td>
</tr>
<tr>
<td><strong>Low</strong></td>
<td>አ [a]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The vowel /እ/ is pronounced like /e/ in „vowel”: the word ዋ እ ለ ሞ እ ለ ዜ እ [deheye] „become poorer” can be transcribed as ዋ እ ለ ሞ እ ለ ዜ እ. The vowel እ /u/ is pronounced approximately like the English /o/ in „to”. For example, ዊ እ ለ ዝ [muya] „profession”. The vowel [ii] is pronounced like the /ee/ in English „feet”. For example, ኢ እ ለ እ ዞ እ ለ ዝ እ ዝ [iityopxya] „Ethiopia”. The vowel አ [a] is pronounced
like the /a/ in English „man”. For example, የር [sar] „Grass”. The vowel ከ/ie/ has a pronunciation approximately like that the vowel /a/ in the English „gemination”. For example, ምት [siet]”Female”. The vowel ከ [ix] is pronounced like the /e/ in English „code”. For example, ይት[bitx] „goal. The vowel ከ [o] is pronounced like the /o/ in English „or”. For example, የግ ሺ[doro] „.”.

2.3.3 Amharic Writing System

Amharic uses the Ge’ez (or Ethiopic) writing system which is originated with the ancient Ge’ez language. In the writing system, even if the symbols are consonant-based, they also contain an obligatory vowel marking. Most of the symbols represent consonant vowel combinations. Each Amharic consonant is associated with seven characters (referred to as “orders”) for the seven vowels of the language. It is the sixth-order character that is the special symbol, representing the plain consonant. The basic pattern for each consonant is shown in Fig. 4.1, where C is consonant and [ ] shows vowels.

Table 2.3: Amharic syllabic structure with example for consonant

<table>
<thead>
<tr>
<th>1st order</th>
<th>2nd order</th>
<th>3rd order</th>
<th>4th order</th>
<th>5th order</th>
<th>6th order</th>
<th>7th order</th>
</tr>
</thead>
<tbody>
<tr>
<td>m[e]</td>
<td>m[u]</td>
<td>m[ii]</td>
<td>m[a]</td>
<td>m[ie]</td>
<td>m</td>
<td>m[o]</td>
</tr>
</tbody>
</table>

Gemination and Epenthetic vowel insertion are the two main ambiguities in Amharic orthography. Gemination in Amharic is one of the most distinctive characteristics of the rhythm of the speech, and also carries a very heavy semantic and syntactic functional weight. If we take Amharic word „የግ“, it may have two meanings. The first meaning is [gena] „still/yet” and the second meaning is [genna] „Christmas”.

Epenthes is the process of inserting a vowel to break up consonant clusters. Epenthesis, unlike gemination, is not contrastive. Although it carries no meaning, the Amharic epenthetic vowel /ix/ (in Amharic „የር ጥል” Baye, 2010) plays a key role for proper pronunciation of speech and in syllabification.
2.4 Types of ASR

Speech recognition systems can be classified on the basis of the constraints under which they are developed and which they consequently impose on their users. These constraints include: speaker dependence, type of utterance, size of the vocabulary, linguistic constraints, type of speech and environment of use. We will describe each constraint as follows:

**Speaker Dependence**: Speaker dependent speech recognition system requires the user to be involved in its development whereas speaker independent systems do not. Speaker independent systems can be used by anybody. Speaker dependent systems usually perform much better than speaker independent systems. This is due to the fact that the acoustic variations among different speakers are very difficult to describe and model. There are approaches to make a system speaker independent. The first one is the use of multiple representations for each reference to capture the speaker variation and the second one is the speaker adaptation approach.

Speaker adaptation is the modification of speaker independent model parameters using a small number of adaptation sentences from the new speaker so that the parameters are adjusted to the new speaker. Speaker adaptation techniques examine the speech from the new speaker and determine the difference between his/her way of speaking and the „average” way of speaking which is reflected by the speaker independent models. Once these differences are known, either the speaker-independent models or the incoming features are modified so that they better match the new speaker’s acoustics.

**Type of Utterance**: A speech recognizer may recognize every word independently. It may require its user to speak each word in a sentence separating them by artificial pause or it may allow the user to speak in a natural way. The first type of system is categorized as an isolated word recognition system. It is the simplest form of a recognition strategy. It can be developed using word-based acoustic models without any language model. If, however, the vocabulary increases sentences composed of isolated words to be recognized, the use of sub-word acoustic models and language models become important. The second one is the continuous speech recognition systems. It allows the users to utter the message in a relatively or completely unconstrained manner. Such recognizers must be capable of performing well in the presence of
all the co-articulatory effects. Developing continuous speech recognition systems is, therefore, the most difficult task. This is due to the following properties of continuous speech:

1. word boundaries are unclear in continuous speech; and
2. co-articulatory effects are much stronger in continuous speech

**Vocabulary Size:** The number of words in the vocabulary is a constraint that makes a speech recognition system small, medium or large. As a rule of thumb, small vocabulary systems are those which have a vocabulary size in the range of 1-99 words; medium, 100-999 words; and large, 1000 words or more (Deller *et al.*, 1993).

Large vocabulary speech recognition systems perform much worse compared to small vocabulary systems due to different factors such as word confusion that increases with the number of words in the vocabulary. For small vocabulary recognizers, each word can be modeled. However, it is not possible to train acoustic models for thousands of words separately because we cannot have enough training speech and storage for parameters of the speech that is needed. The development of large vocabulary recognizers, therefore, requires the use of sub-word units. On the other hand, the use of sub-word units results in performance degradation since they cannot capture co-articulatory effects as words do. The search process in large vocabulary recognizers also uses pruning instead of performing a complete search. Pruning, however, increases recognition errors.

**Linguistic Constraints:** Most, if not all, of the present speech recognition systems are unable to reliably determine the identity of a speech unit (a phone or a word) based on the speech signal alone. To improve reliability, linguistic constraints are put on a recognizer by using a language model and a pronunciation dictionary. They capture syntactical and lexical constraints, respectively.

The pronunciation dictionary determines how the smallest units of recognition form words. For example, it contains the sequence of recognition units for every word of the vocabulary. Small vocabulary speech recognition systems generally do not rely heavily on language models to accomplish their tasks. A large vocabulary speech recognition system, however, is dependent on linguistic knowledge included in the input speech.
**Type of Speech**: A speech recognizer can be developed to recognize only read speech or to allow the user speak spontaneously. The latter is more difficult to build than the former due to the fact that spontaneous speech is characterized by false starts, incomplete sentences, unlimited vocabulary and reduced pronunciation quality.

The primary difference in recognition error rates between read and spontaneous speech are due to disfluencies in spontaneous speech (Junqua and Haton, 1996). Disfluencies in spontaneous speech can be characterized by long pauses and mispronunciations. Spontaneous is, therefore, both acoustically and grammatically difficult to recognize.

**Environment**: Speech recognizers may require the speech to be clean from environmental noises, acoustic distortions, microphones and transmission channel distortions or they may ideally handle any of these problems.

While current speech recognizers give acceptable performance in carefully controlled environments, their performance degrades rapidly when they are applied in noisy environments. This noise can take the form of speech from other speakers; equipment sounds, air conditioners or others. The noise might also be created by the speaker himself in a form of lip smacks, coughs or sneezes.

**2.5 Approaches to the development of Speech Recognition**

Broadly speaking, there are three approaches to speech recognition namely acoustic-phonetic approach, pattern recognition approach and artificial intelligence approach (Rabiner and Juang, 1993).

**2.5.1 Acoustic-Phonetic Approach**

It is based on the theory of acoustic phonetics that postulates that there exists finite, distinctive phonetic units in spoken language and that the phonetic units are broadly categorized by a set of properties that are manifested in the speech signal, or its spectrum, over time. Even though the acoustic properties of phonetics units are highly variable, both with speakers and neighboring phonetic units (the so called articulation of sounds), it is assumed that the rules governing the variability are straightforward and can readily be learned and applied in practical situations.
The Acoustic-Phonetic approach assumes that the phonetic units are broadly characterized by a set of features such as voiced/unvoiced and pitch. These features are extracted from speech signal and are used to segment and label the speech.

The process of recognition in this approach involves three steps (Rabiner and Juang, 1993):

The first step is a spectral analysis of the speech combined with a feature detection that converts the spectral measurements to a set of features that describe the broad acoustic properties of the different phonetic units.

The next phase is segmentation and labeling phase in which the speech signal is segmented into stable acoustic regions, followed by attaching one or more phonetic labels to each segmented region, resulting in a phone lattice characterization of the speech.

The last step attempts to identify a valid word (or string of words) from the sequence of phonetic labels produced by segmentation and labeling.

The Acoustic-Phonetic approach has not been widely used in most of the ASR systems. Rabiner and Juang (1993) mentioned four major problems that account for the lack of success of this approach in speech recognition systems. These are:

1. It requires extensive knowledge of acoustic properties of phonetic units.
2. The choice of features is mostly based on adhoc considerations.
3. The design of sound classifiers is also not optimal.
4. No well defined, automatic procedure exists for tuning the method on real, labeled speech.

2.5.2 Artificial Intelligence Approach

It is a hybrid of acoustic phonetic approach and pattern recognition approach in that it exploits ideas and concepts from both methods. The AI approaches tries to mechanize the recognition procedure according to the way a person applies his/her intelligence in visualizing, analyzing, and finally making a decision on the measured acoustic features. The basic idea of AI approach is to compile and incorporate information drawn from a variety of knowledge sources into the system. Thus, for example the AI approach to segmentation and labeling would be to augment the generally used acoustic knowledge with the other high level information sources, like
phonemic, lexical, syntactic, semantic and even pragmatic knowledge. That is, the Artificial Intelligence approach incorporates knowledge about the world and the background of the speech into the ASR system.

According to Rabiner and Juang (1993), among the techniques used within this class of methods are:

1. The use of an expert system for segmentation and labeling such that this crucial and most difficult step can be performed taking more and other knowledge into account rather than just the acoustic information used by pure Acoustic-Phonetic methods;
2. Learning and adapting over a period of time;
3. The use of neural networks for learning the relationship between phonetic events and all known input, as well as to discriminate between similar sound classes.

2.5.3 Pattern-Recognition Approach

The most known and well performing method for speech recognition is the pattern recognition approach. In the pattern recognition approach, the speech patterns are used directly without explicit determination of phonetic feature and segmentation. It requires no explicit knowledge of speech. This approach has two steps, namely, training of speech patterns based on some generic spectral parameters and recognition of patterns via pattern comparison. Speech knowledge is brought into the system via the training procedure.

In the pattern-recognition approach, all acoustic realizations of units, words and sentences are considered as patterns consisting of sequences of feature vectors. Sentence recognition is, therefore, accomplished by performing pattern matching at unit, word and sentence levels in an integrated manner. This approach is the most common one for three basic reasons:

1. Simplicity of use: The method is easy to understand, and it is rich in mathematical and communication theory justification for individual procedures used in training and decoding, and it is widely used and understood.
2. Robustness and invariance to different speech vocabularies, users, feature sets, pattern comparison algorithms and decision rules: This property makes the algorithm
appropriate for a wide range of speech units (ranging from phoneme like units all the way through words, phrases and sentences), word vocabularies, background environments, transmission conditions, etc.

3. Proven high performance: It has already been shown that the pattern recognition approach provides high performance than the other approaches (Rabiner and Juang, 1993).

The most successful and popular method of pattern recognition approach in the area of speech recognition is the Hidden Markov Model (HMM). An HMM is a collection of states connected by transitions. An N-state Markov Model is completely defined by a set of N states forming a finite state machine and an N x N stochastic matrix defining transitions between states whose elements $a_{ij} = P(\text{state } j \text{ at time } t \mid \text{state i at time } t-1)$ are the transition probabilities.

Its output symbols are probabilistic, and all symbols are possible at each state. Therefore, each state or transition is associated with a probability distribution of all possible symbols. An HMM is composed of a non-observable “hidden” process (a Markov chain) and an observation process which links the acoustic vectors extracted from the speech signal to the states or transitions of the “hidden” process. In that sense, an HMM is a doubly stochastic process.

The mathematics framework of the HMM method enables us to combine modeling of stationary stochastic process (for the short time spectra) and the temporal relationship among the processes, (via a Markov chain) together in a well defined probability space.

Another advantage of HMM comes from the fact that it is relatively easy and straight forward to train a model from a given set of labeled training data.

Flexibility is also an attractive feature of the basic HMMs. It is manifested in three aspects of the model, namely: observation distributions, model topology and decoding hierarchy. We can develop either discrete HMMs or continuous HMMs. In discrete HMMs, distributions are defined on finite spaces while in continuous HMMs; distributions are defined as probability densities on continuous observation spaces. We do also have different alternatives of HMM topologies with different number of states. It is also possible to build HMMs that can decode speech in various hierarchies that range from phones to sentences.
These strengths have made HMMs the predominant method in current automatic speech recognition technology and research.

An HMM has the following five basic parameters (Rabiner and Juang, 1993):

1. \(N\), the number of states in the model. We denote the set of all possible states as \(S = \{S_1, S_2, \ldots, S_N\}\), the state at time \(t\) as \(q_t\).

2. \(M\), the number of distinct observation symbols per state, i.e., the discrete alphabet size of the output set. We denote the set of all possible output symbols as \(V = \{v_1, v_2, \ldots, v_M\}\), the output symbol at time \(t\) as \(O_t\). The sequence of observed symbols is denoted as \(O = O_1O_2\ldots.O_T\).

3. The state-transition probability distribution \(A = \{a_{ij}\}\) where
   \[a_{ij} = P[q_{t+1} = j \mid q_t = i], \quad 1 \leq i, j \leq N\]

4. The observation symbol probability distribution, \(B = \{b_j(k)\}\), in which
   \[b_j(k) = P[o_t = v_k \mid q_t = j], \quad 1 \leq k \leq M,\]
   defines the symbol distribution in state \(j, j=1,2,\ldots,N\).

5. The initial state distribution \(\pi = P[q_1 = i], \quad 1 \leq i \leq N\)

The HMM model in the Figure 2.2 is a model of five emitting states that are numbered from 2 to 6 and output probability distributions associated with them. States number 1 and 7 are non-emitting states and serve only to join models together.

![Figure 2.2: Example of HMM (Solomon, 2006)](image-url)
The arrows from one state to the other and the indexed letter „a” indicate the transition lines and their probabilities respectively. For example $a_{12}$ means the probability of transition from state 1 to state 2 and $a_{22}$ means the probability of looping in state 2.

In a first order hidden Markov model, there are two assumptions. The first is the Markov assumption. It states “the probability that the Markov chain is in a particular state at time $t + 1$ depends only on the state of the Markov chain at time $t$ and is conditionally independent of the past”. The second is the output-independence assumption according to which the probability that a particular symbol will be emitted at time $t$ depends only on the state at the time and is conditionally independent of the past. Although these assumptions severely limit the memory of the first-order hidden Markov models, they reduce the number of parameters and also make learning and decoding algorithms extremely efficient.

There exist three problems when constructing HMM. For an HMM model to be useful in building speech recognizers, three fundamental problems must be solved (Rabiner and Juang, 1993). These problems are

Problem 1: Given the model parameters, how do we compute the probability of a particular output sequence?

Problem 2: Given the model parameters, how do we find the most likely sequence of hidden states which could have generated a given output sequence?

Problem 3: Given an output sequence, how do we find the most likely set of state transition and output probabilities?

In order to deal with these problems, HMM possesses elegant and efficient algorithms; namely,

1. The forward algorithm
2. The Viterbi algorithm
3. The Baum-Welch algorithm

Problem 1 is a problem of evaluating how well a given model matches a given observation sequence. To solve this problem, the forward algorithm is used. The forward algorithm is an inference algorithm for HMMs which computes the posterior marginal of all hidden state
variables given a sequence of observations/emissions i.e. it computes, for all hidden state variables, the distribution.

To solve problem 2; that is, to find the single best state sequence, \( Q = \{q_1,q_2...q_T\} \) for the given observation sequence \( O=\{o_1o_2...o_T\} \), the Viterbi algorithm is used. The Viterbi algorithm chooses the best state sequence that maximizes the likelihood of the state sequence for the given observation sequence.

Problem 3 is solved by using the Baum-Welch re-estimation algorithm. Baum-Welch re-estimation algorithm computes maximum likelihood estimates and posterior mode estimates for the parameters (transition and emission probabilities) of an HMM, when given only emissions as training data.

### 2.6 Types of HMMs

HMMs can be classified in a variety of ways:

1. The left-to-right, directional HMM vs. Ergodic Models

2. Continuous Density vs. Discrete Density HMMs

#### 2.6.1 Left-to-right vs. Ergodic Models

The most common HMM architecture found in speech recognition systems is the left-to-right, directional HMM (Markowitz, 1996). The fundamental property of all left-right HMMs is that the state-transition coefficients have the property:

\[ a_{ij} = 0, \text{ where } j<i \]

i.e. no transitions are allowed to states whose indices are lower than that of the current state(Rabiner and Juang, 1993).

![Ergodic and Left-right HMM](image)

**Figure 2.3: Ergodic and Left-to-right HMM (Young et.al, 2006)**
The ergodic or fully connected HMM is another common HMM architecture in which every state of the model could be reached from every other state of the model. Ergodic models are non-directional and link every state to every other state.

### 2.6.2 Discrete HMMs vs. Continuous HMMs

HMMs may be based on either:

1. Discrete probability distributions (Discrete HMMs)
2. Continuous output probability density functions (Continuous HMMs)

An HMM consists of states. Each state j has an associated observation probability distribution $b_j(O_t)$ which determines the probability of generating observation $O_t$ at time t and each pair of states $i$ and $j$ has an associated transition probability (Young et al., 2006). The transition parameters in HMM model temporal variabilities while the output distributions model spectral variabilities.

The observation probability distribution may be a discrete output probability distribution, $b_j(O_t)$ for discrete HMMs or continuous output probability density function $b_j(X)$ for continuous HMMs.

HTK is designed primarily for modeling continuous parameters using continuous density multivariate output distributions (Young et al., 2006). It can also handle observation sequences consisting of discrete symbols in which case, the output distributions are discrete probabilities. In continuous density HMMs, each observation probability distribution is represented by a mixture of Gaussian density.

### 2.7 Pronunciation Variation

Speech is variable. The way in which a sound, word or sequence of words is pronounced can be different every time it is produced (Strik and Cucchiarini, 1999). This pronunciation variation can be the result of either intra-speaker variability or inter-speaker variability. While intra-speaker variability is the variation in pronunciation for one and the same speaker, inter-speaker variability is the variation among different speakers. Inter-speaker variation can be caused due to factors such as vocal tract differences, age, gender, regional accent, dialect, voice quality etc. (Biemans, 2000).
There are numerous factors that influence the degree of intra-speaker pronunciation variation that is encountered in speech. These include speaking style, speaking rate, co-articulation, state of health of the speaker, emotional state of the speaker, external conditions etc.

- Speaking style: this type of variation depends on whether the speech is scripted, planned or spontaneous (Weintraub et al., 1996). For example, an Amharic sentence may be pronounced differently when it is read or spoken spontaneously.
- Speaking rate: it has been shown that speaking rate can have a dramatic impact on the degree of variation in pronunciation (Greenberg and Fosler-Lussier, 2000). For example in the Amharic sentence, “አምስት ሰብ ከም የብ ከም ከም ከም ከም ከም ከም”, the word የብ (only once) can also be pronounced as ከም (only once). This variation is normally caused by whether the speaker speaks fast or slow.
- Co-articulation: the overlapping of adjacent articulations affects the way words are pronounced and variation in the degree of co-articulation causes pronunciation variation.
- State of health of the speaker: factors such as whether the speaker has a cold or is fatigued influences how the words are pronounced.
- Emotional state of the speaker: whether the speaker is happy, sad, or excited.
- External conditions: for instance noise, which causes speakers to modify their speech: the Lombard effect (Junqua et al., 1993).

These sources of variation all contribute to the fact that a word is never pronounced in exactly the same way by the same or different speakers. This is referred to as pronunciation variation. The objective of automatic speech recognition (ASR) is to recognize what a person has said, i.e., to derive the string of spoken words from an acoustic signal. Due to the above described variation, this objective becomes more difficult to achieve, as the pronunciation variation may lead to recognition errors. Therefore, avenues are sought to model pronunciation variation.

### 2.8 Pronunciation Modeling for ASR

The objective of ASR is to derive the correct string of spoken words from an acoustic signal. However, pronunciation variation makes it more difficult to achieve this objective, as the variation can result in recognition errors. The goal of pronunciation variation modeling is to minimize the recognition errors due to pronunciation variation and thus improve the
performance of the ASR system. This section illustrates in what way pronunciation variation can have a negative impact on speech recognition both during training and recognition.

In ASR, the continuous speech signal is described as a sequence of discrete units, which in general are phones. In the studies presented in this thesis, we deal with pronunciation variation that becomes apparent in a careful phonetic transcription of speech, in the form of insertions, deletions or substitutions of phonemes relative to the canonical transcription of the words. This type of pronunciation variation can be said to occur at the segmental level. All of the variation that takes place below the level of the phonetic transcription (for example, the variation due to vocal tract differences) is implicitly left to the HMMs to model.

Figures 2.4 and 2.5 exemplify the way in which pronunciation variation at the segmental level causes problems for ASR during training, and consequently why it should be modeled. The Figures show how phone models become contaminated when a word’s pronunciation differs from the canonically expected pronunciation. The first example illustrates the effect of an insertion, and the second example illustrates a deletion. The resulting phone models are contaminated due to the mismatch between the acoustic signal and the phoneme label assigned to it, indicated by the darker shaded of the phone models.

In the example in Figure 2.4, the word “tmhrt” (education) with its canonical transcription /t m h r t/ is pronounced as /t ix m hix r t/, i.e., ix-insertion has taken place. This means that, during training, parts of the acoustic signal corresponding to /ix/ are used to train models for /t/ and /h/ causing contamination of the models for /t/ and /h/. In the example in Figure 2.5, “keixsat”
(from fire) with its canonical transcription /k e ix s a t/ is pronounced as /k e s a t/, i.e., ix-deletion has taken place. During training this leads to contamination of the /ix/ model.

During recognition, pronunciation variation may also cause errors. The recognition errors can be a direct result of the fact that contaminated models are less effective in distinguishing between different phones. Another reason why errors may occur is that variants can be pronounced which are not included in the lexicon. For instance, if /k e s a t/ is pronounced but the baseline transcription is /k e ix s a t/, the possibility exists that the baseline transcription of another word in the lexicon will match the acoustic signal better, for example, /k e s e a t/ (“keseat” meaning “in the afternoon”).

Taking all of this into account, one may wonder whether modeling pronunciation variation at a segmental level can contribute to the improvement of recognition performance. Studies by McAllaster et al. (1998) and Saraçlar et al. (2000) have shown that large improvements are feasible, if there is a match between the acoustic models used during recognition and the transcriptions in the lexicon. In other words, these experiments show that substantial improvements are possible in principle through pronunciation variation modeling.

In a nutshell, the reason for carrying out pronunciation modeling is because of the mismatch between the acoustic signal and the transcription of the signal (i.e. phone transcriptions in the lexicon). In our study, an attempt is made to reduce this mismatch by ensuring that the different pronunciations of a word are accounted for during recognition.
2.9 Issues in Pronunciation Variation Modeling

Issues that play a role when performing pronunciation variation modeling for ASR are described. There are two questions which cover most of the issues that must be addressed when modeling pronunciation variation (Strik and Cucchiarini, 1999):

1. How the pronunciation variation knowledge that is required to describe pronunciation variation is obtained?
2. How the knowledge is incorporated into the ASR system?

2.9.1 Approaches to acquire Pronunciation Variation Knowledge

There are two major approaches to acquire pronunciation variation knowledge. These are knowledge based and data-derived approaches.

The knowledge based approach derives the pronunciation variation knowledge from phonological or phonetic knowledge and/or linguistic literature (Cohen, 1989). It also includes existing dictionaries.

The idea behind data-derived approach is that information on pronunciation variation is obtained directly from the acoustic signals. The acoustic signals are analyzed in order to determine all possible ways in which the same word or phoneme is realized.

Although both knowledge based and data-derived approaches are used for generating pronunciation variants, they have their drawbacks too. The linguistic literatures, including pronunciation dictionaries are not complete i.e. all pronunciation variations are not described in the linguistic literature or present in pronunciation dictionaries. Furthermore, a knowledge-based approach is subject to discrepancies between theoretical pronunciations and phonetic reality. The major drawback of data-derived approach is it is labor intensive, and therefore expensive. Moreover, manual transcriptions tend to contain an element of subjectivity. Transcriptions made by different transcribers, and even made by the same transcriber, may differ quite considerably (Cucchiarini, 1993).

This research acquires pronunciation variations of Amharic words using both the knowledge-based approaches and data-derived approaches. The research tries to find the different Amharic pronunciation variants of words from Amharic linguistic literature and Amharic dictionaries for the grapheme based approach with single pronunciation and grapheme based multiple
pronunciation approach without acoustic evidence. The research uses databases of Amharic real speech to find the variations present between words for grapheme based multiple pronunciation approach from acoustic evidence. The research uses data driven methods because some of the transcriptions derived using knowledge based methods do not match with the acoustic signal.

2.9.2 Incorporating the knowledge into the ASR

After the pronunciation variants are obtained, the next question that must be addressed is how the information should be incorporated into the ASR system. One of the major ASR components where the acquired knowledge is incorporated is the lexicon.

2.9.2.1 Adding variants to the Lexicon

As speech recognizers make use of a lexicon, pronunciation variation is often modeled at the level of the lexicon. In this research, variations that occur within a word are dealt with in the lexicon by adding variants of the words into it. A single word may have different phonetic transcriptions.

Although adding variants to the lexicon increases the chance that one of the transcriptions of a word will match the corresponding acoustic signal, adding variants may increase lexical confusability. It has been shown in many studies that simply adding variants to the lexicon does not lead to improvements, and in many cases even causes deteriorations in WER. For instance, in the studies of Kessens et al. (2001), it has been shown that when the average number of variants per word in the lexicon exceeds roughly 2.5, the system with variants starts performing worse than the baseline system without variants.

Confusability in data-derived approaches is often introduced by errors in phonetic transcriptions. These phonetic transcriptions are used as the information source from which new variants are derived. Consequently, incorrect variants may be created. One commonly used procedure to alleviate this problem is to smooth the phonetic transcriptions by using decision trees (D-trees) to limit the observed pronunciation variation (Fosler-Lussier, 1999).

Forced recognition is employed in various ways in pronunciation variation modeling. The main objective of using forced alignment in pronunciation modeling is to clean up the transcriptions
in the training material, i.e. to obtain a more precise transcription given multiple transcriptions for the words in the lexicon.

This research models the Amharic pronunciation variation at the level of lexicon by adding the Amharic pronunciation variants and their transcription into it for grapheme based multiple pronunciation dictionary approach.
CHAPTER THREE

RELATED WORKS

In this chapter, we will present related works on pronunciation variation modeling to enhance the performance of ASR systems done in other languages and review the works done in Amharic ASR so far. To the best of our knowledge, there is no research work done for Amharic on pronunciation variation modeling.

3.1 Introducing Multiple Pronunciation in Spanish Speech Recognition Systems

Javier et al. (1998) describes variability in speech data as one of the major difficulties in speech recognition systems. The work has described that the lexicon is usually composed of a set of words and a single pronunciation for each of them and therefore suggests that specific techniques must be developed to handle them.

The work has first generated the standard pronunciations from the orthographic forms and applied a set of phonological rules to introduce pronunciation variation for each word in the lexicon. The rules were manually developed according to expert linguistic knowledge. Then an automatic grapheme-to-phoneme system was used to generate alternate pronunciations.

It incorporates the pronunciation alternative for both continuous and isolated word speech recognizers.

The continuous word speech recognizer has a training set size of 600 phrases trained by 4 speakers (2 male and 2 female). It used 100 phrases per speaker, uttered by the same 4 speakers for test set. It had a base dictionary size of 979 words (standard transcriptions only). It then extended the dictionary size to 1211 words (adding multiple pronunciations, resulting in a 23.7% increase in dictionary size).

The isolated word speech recognizer has a base dictionary size of 1175 words. It then extended the dictionary size to 1266 words resulting in a 7.7% increase in dictionary size.

The work has reported improvements of up to 20% decrease in error rate, for the continuous speech task, while for the isolated word recognition task, no significant effect has been found.
The results obtained from the work clearly show that the use of multiple pronunciations has a
direct and significant impact on the performance of continuous speech recognition system.

3.2 Improving the Performance of a Dutch CSR by Modeling Within-Word and Cross-
Word Pronunciation Variation

J.M. Kessens et al. (1999) describes how the performance of a continuous speech recognizer for
Dutch has been improved by modeling pronunciation variation. It consists of adding
pronunciation variants to the lexicon, retraining phone models and using language models to
which the pronunciation variants have been added. First, within-word pronunciation variants
were generated by applying a set of five optional phonological rules to the words in the baseline
lexicon. Next, a limited number of cross-word processes were modeled, using two different
methods. While the first method added cross-word variants to the lexicon, the second method
added multi-words. Finally, the combination of the within-word method with the two cross-
word methods is tested.

The starting point of the research was to measure the CSR’s baseline performance since any
improvements or deteriorations in recognition performance due to modeling pronunciation
variation are measured compared to the results obtained using the baseline. Their baseline
lexicon contained one pronunciation for each word. The lexicon was automatically generated
using the Text-to-Speech (TTS) system developed at the University of Nijmegen. Phone
transcriptions for the words in the lexicon were obtained by looking up the transcriptions in two
lexica with proper names and a lexicon with words from mainly fictional texts. The grapheme-
to-phoneme converter was employed whenever a word cannot be found in either of the lexica.
There was also the possibility of manually adding words to a user lexicon if the words did not
occur in either of the lexica and were not correctly generated by the grapheme-to-phoneme
converter. In this way, transcriptions of new words were easily obtained automatically and
consistency in transcriptions was achieved.

The general procedure for testing methods of modeling pronunciation variation consisted of
three steps: the baseline lexicon was expanded by adding pronunciation variants; the multiple
pronunciation lexicon was used to perform a forced recognition.
The method used to model within-word pronunciation variation is described as follows: pronunciation variants were automatically generated by applying a set of optional phonological rules for Dutch to the transcriptions in the baseline lexicon. The rules were applied to all words in the lexicon. All of the variants generated by the script were added to the baseline lexicon, thus creating a multiple pronunciation lexicon. The work modeled within-word variation using five optional phonological rules.

The two different methods used to model cross-word pronunciation variation are explained below:

Method 1 consisted of selecting the 50 most frequently occurring word sequences from the training material. Next, from those 50 word sequences, it chose those words which are sensitive to the cross-word processes: cliticization, contraction and reduction. The variants of these words were added to the lexicon.

The second method the work adopted for modeling cross-word variation was to make use of multi-words which are joined together and added as separate entities to the lexicon. These multi-words were added to the lexicon.

In addition to testing the within-word method and the two cross-word methods in isolation, the work also employed and tested the combination of the within-word method and cross-word method 1, and the combination of the within-word method and cross-word method 2.

The training and test material consisted of 25,104 utterances (81,090 words) and 6267 utterances (21,106 words) respectively for the experiments conducted using methods within word and cross word variation. The training material was used to train the HMMs and the LMs. Then the training corpus was expanded with 49,822 utterances leading to a total of 74,926 utterances (225,775 words).

The single variant training lexicon contained 1412 entries, which are all the words in the training material. Adding pronunciation variants generated by the phonological rules increased the size of the lexicon to 2729 entries (an average of about 2 entries per word). Adding 50 multi-words plus their variants led to a lexicon with 2845 entries. The maximum number of variants that occurs for a single word is 16.
The single variant test lexicon contained 1158 entries, which are all the words in the test corpus, plus a number of words which must be in the lexicon because they are part of the domain of the application. The testing corpus did not contain any out-of-vocabulary (OOV) words. This is because the work did not want the recognition performance to be influenced by words which could never be recognized correctly as they are not present in the lexicon.

The results of the study for modeling within-word variation are described as follows. Adding pronunciation variants to the lexicon leads to an improvement of 0.31% in WER compared to the baseline. When, in addition, retrained phone models are used, a further improvement of 0.22% is found. Finally, incorporating variants into the language model leads to an improvement of 0.15%. In total, a significant improvement of 0.68% was found for modeling within-word pronunciation variation.

The results of the study for modeling cross-word variation are described as follows: in contrast to the within-word method, adding variants to the lexicon leads to deteriorations of 0.25% and 0.33% WER for cross-word methods 1 and 2 respectively. Although for cross-word method 1, part of the deterioration is eliminated when retrained phone models are used, there is still an increase of 0.14% in WER compared to the baseline. Using retrained phone models for cross-word method 2 leads to a further deterioration in WER of 0.25%. Adding pronunciation variants to the language model leads to improvements of 0.30% and 0.54% for cross-word method 1 and 2 respectively. Compared to the baseline, the total improvement is 0.16% WER for cross-word method 1, and 0.30% WER for cross-word method 2.

The results of combining the within-word method with the two cross-word methods is described as follows: adding variants to the lexicon improved the CSR’s performance by 0.05% and 0.04% for cross-word methods 1 and 2 respectively. Using retrained phone models improved the WER by another 0.12% for cross-word method 1, and 0.07% for cross-word method 2. Finally, the improvements were largest when the pronunciation variants are used in the language model too. For cross-word method 1, a further improvement of 0.44% is found, and for cross-word method 2, an even larger improvement of 0.67% is found.
For the combination of the within-word method with cross-word method 1, a total improvement of 0.61% is found compared to the baseline (SSS). For the same test condition, the combination of the within-word method with cross-word method 2 leads to a total improvement of 0.78%.

### 3.3 Review of works done so far on Amharic ASR

Kinfe (2002) developed sub-word based isolated word recognition systems for Amharic using HTK. The sub-word units used in the experiment are phones, triphones and CV-syllables. It considered 20 phones (out of 39) and 104 CV syllables, which are formed using the selected phones. Speech data of 170 words, which are composed of the selected sub-word units, have been recorded by 20 speakers (speech of 15 speakers for training and the remaining for testing). Speaker dependent phone-based and triphone-based systems have an average recognition accuracy of 83.07% and 78% respectively. Phone-based and triphone-based speaker independent systems have an average recognition accuracy of 72% and 68.4% respectively. In addition, a comparison of the different sub-word units revealed that the use of CV syllables has led to relatively poor performance.

Zegaye (2003) investigated the possibility of developing large vocabulary, speaker independent and continuous speech recognizer for Amharic language. The recognizer was developed using both phone-based and tri-phone based recognizers using HTK. For the training and testing of its recognizers, it used the speech data of 8000 sentences read by 80 people. In order to support the acoustic models, a bigram language model was constructed. In addition, pronunciation dictionary was prepared and used as an input. Since the recognizer was meant to recognize large vocabulary and continuous speech, phonemes were opted as the basic unit of recognition. The best recognizer was a tri-phone based recognizer which has 76.2% word recognition accuracy.

Martha (2003) explored the possibility of developing an Amharic speech input interface to command and control Microsoft Word. It required a speech recognizer and a communication interface between the recognizer and the application. 50 command words were selected from different menus (File, View, Insert, Tools, Table, Window, and Help), translated to Amharic and used to develop the prototype system. To develop and test the required Amharic speech recognition system, speech data were recorded from 26 people (10 female and 16 male) in the age range of 20 to 35. 76.9% of the recorded data were used to train the recognizers and the
remaining data were used for testing the performance of recognizers. To test the performance of
the system, 18 randomly selected command words were given to 6 people (3 command words
for each) and these people were asked to command Microsoft Word orally. The system
performed 16 commands accurately and only two command words were wrongly recognized
and thus Microsoft Word performed wrong actions.

Hussein and Gamback (2005) developed an Amharic speaker independent continuous speech
recognizers based on an HMM/ANN hybrid approach. The model was constructed at a context
dependent phone level with the help of the CSLU Toolkit. It used part of the data (5000
sentences) recorded by Solomon et al. (2005). The recognizers were tested with a total of 20
sentences read by 10 speakers (2 sentences each) who also read the training data. When the
same recognizer was tested for another ten speakers who were not involved in the training, the
recognition rate degraded. The best result obtained with this test data was 74.28% word
recognition accuracy.

Solomon (2006) developed an Amharic speech corpus that can be used for various kinds of
investigations in the development of ASR for Amharic. It explored various possibilities for
developing a Large Vocabulary Speaker Independent Continuous Speech Recognition System
for Amharic. The work assumed that, due to their highly regular Consonant Vowel (CV)
structure, Amharic syllables lend themselves to be used as a basic recognition unit. Indeed, it
has been able to show that syllable models can be used as a competitive alternative to the
standard architecture that is based on triphone models. The acoustic model of the syllable-based
recognizer requires 15MB memory. Together with the language model and use of speaker
adaptation, it has a word recognition accuracy of 90.43% on the 5,000 words evaluation test set
at a speed of 2.4 minutes per sentence. While the acoustic model of the triphone-based
recognizer requires 38MB memory and has a word recognition accuracy of 91.31% on the same
test set at a speed of 3.8 minutes per sentence. Although this is the state-of-the-art recognition
performance in Amharic, it still sees the room for improvement because the word recognition
accuracy of ASR in the technologically favored languages is approaching to 100%.

Solomon (2006) developed a multiple pronunciation model for Amharic speech recognition
system based on the five dialects of Amharic language (Gonder, Gojam, Shewa, Menz and
Wello). The research was based on Hidden Markov Model (HMM) and was guided by the assumption that incorporating variations of pronunciation from the Amharic dialects in ASRS can improve performance of Amharic Speech Recognition Systems. The study used 731 and 129 utterances for training and testing respectively. The research found that using Amharic phone-based system with five emitting states multiple pronunciation dictionary together with set of acoustic model and language model obtained a word and sentence recognition accuracy of 85.54 %.

Summary

Although there are many Amharic ASR systems that are done by many researchers, the performance of Amharic ASRS is low compared to the performance of ASRS for technologically favored languages. The major reasons for the poor performance of Amharic ASRS are most of the pronunciation dictionaries are canonical, do not handle the problem of gemination of consonants and irregular realization of the six order vowel.

This research is different from other Amharic ASR researches in that it has an alternate pronunciation for 190 Amharic words that have more than one pronunciation in the corpus and tries to handle the problem of irregular realization of the six order vowels as the transliteration of words is mainly acquired from acoustic evidence.
CHAPTER FOUR

DESIGN AND IMPLEMENTATION

4.1 Description of the System Design

This research is mainly concerned with speaker-dependent continuous Amharic ASR system i.e. it is tailored to one speaker using only speech data from this particular speaker during training. It recognizes speech of a speaker whose speech is used during the development of the recognizer.

Even if we collect similar training and evaluation test sentences from four people (two male and two female), we have trained and tested each speaker’s training and evaluation test sentences independently. This is mainly done to understand and analyze the effect of pronunciation variation on the performance of Amharic speech recognition systems and generalize from the results found.

Based on the pronunciation dictionary used for the research, we have designed three different ASR systems for Amharic. These are:

1. Grapheme based ASR with single pronunciation for every word in the lexicon. We refer this ASR system as ASR system with Type I pronunciation dictionary.

2. Grapheme based ASR with multiple pronunciations for some of the words in the lexicon where the multiple pronunciations are derived from Amharic linguistic literature and dictionaries. We refer this ASR system as ASR system with Type II pronunciation dictionary.

3. Grapheme based ASR with multiple pronunciations for some of the words in the lexicon where the multiple pronunciations are derived using Amharic linguistic literature, dictionaries and acoustic evidence. We refer this ASR system as ASR system with Type III pronunciation dictionary.

4.1.1 Description of Type I Pronunciation Dictionary

Type I pronunciation dictionary of this research is a canonical one that has a single pronunciation for each word in the corpus used for training and testing purpose. It transcribes
distinct 3309 Amharic words. The Amharic words in Type I pronunciation dictionary are transcribed blindly as the transliteration of the language grapheme using the transliteration scheme proposed by Sebsbie et al. (2004) as shown in Appendix A. Type I pronunciation dictionary does not consider both intra-speaker and inter-speaker variability. It contains only one transcription for each word in the lexicon. It also does not handle the variation of the pronunciation of the sixth order grapheme and the difference between geminated and non-geminated consonants.

4.1.2 Description of Type II Pronunciation Dictionary

Type II pronunciation dictionary of this research is an alternate one that transcribes distinct 3499 Amharic words. The Amharic words in Type II pronunciation dictionary are transcribed blindly as the transliteration of the language grapheme using the transliteration scheme proposed by Sebsbie et al. (2004) as shown in Appendix A. Its major difference with Type I pronunciation dictionary is that the former tries to consider both intra-speaker and inter-speaker variability from Amharic linguistic literature and dictionaries i.e. it contains alternate transcriptions for some of the words in the lexicon. But it does not handle the variation of the pronunciation of the sixth order grapheme and the difference between geminated and non-geminated consonants.

4.1.3 Description of Type III Pronunciation Dictionary

Type III pronunciation dictionary of this research is an alternate one that transcribes distinct 3499 Amharic words. Its major difference with Type II pronunciation dictionary is that the Amharic words in the former are transcribed manually from acoustic evidence. Since the words are transcribed from acoustic evidence, Type III pronunciation dictionary tries to handle the variation of the pronunciation of the sixth order grapheme and the difference between some of the geminated and non-geminated consonants. In Type III pronunciation dictionary, acoustic evidence transcription is extracted only from one of the four speakers and the knowledge extracted from this speaker is used to the other three speakers without analyzing whether the obtained acoustic evidence is valid to the other three speakers or not.

For example, if we take the Amharic word “ስታዱዮም” (stadium), the transcription acquired using the transliteration scheme shown in Appendix A for Type I and Type II pronunciation
dictionaries is /stadiiyom/. But, the transcription acquired from acoustic evidence for Type III pronunciation dictionary is /sixtadiiyom/. Here, the epenthetic vowel “አ”/ix/ is inserted between the phones “ስ”/s/ and “ታ”/t / /a/. If we take another example that has gemination of consonants like “ብር” (Ethiopian currency), the transcription acquired for Type I and Type II pronunciation dictionaries is /br/. But, the transcription acquired from acoustic evidence for Type III pronunciation dictionary is /bixrr/. Here, the epenthetic vowel “አ”/ix/ is inserted between the phones “ብ”/b/ and “ር”/r / and the phone “ር”/r/ is geminated.

The main reason why the research implements the research using three different pronunciation dictionaries is that some of the words in Type I pronunciation dictionary do not match with the actual acoustic signal. This is one of the major reasons for the poor performance of Amharic speech recognition systems. Although Type II pronunciation dictionary tries to incorporate some words that have more than one pronunciation in it, there is still a problem of mismatch between the acoustic signal and the words in the lexicon. To solve this mismatch, the research uses acoustic evidence transcription in Type III pronunciation dictionary which has greatly enhanced the performance of the Amharic Speech Recognition Systems.

4.2 Major Components

Although there are different kinds of speech recognition systems, most have similar major components. Figure 1.1 shows the general architecture of ASR system. This research mainly focuses on the pronunciation model of ASR component. The research uses both knowledge based and data driven approaches to model the pronunciation variation. We will describe the major components as follows:

4.2.1 Feature Extraction

The feature extraction component of an ASR system maps the speech waveform into a sequence of feature vectors. This sequence of feature vectors is subsequently used to train acoustic model and decode input speech waveform.

To apply digital signal processing techniques to the speech waveform, the analogue wave form is firstly converted into a digital signal. This is done via sampling and quantization of the waveform. Once the digital signal has been obtained, a variety of techniques can be used to
extract features which are useful for the speech classification task. These speech analysis techniques usually assume that the characteristics of the speech signal are stationary over a short time period, typically of the order of 25 milliseconds. The resulting features are a representation of the speech signal over this short time period. Parameterization is performed not only for size reduction of the original speech signal data but also for pre-processing of that signal that fits into the classification stage. An important property of feature extraction is the suppression of information that is irrelevant for a correct classification such as information about speaker and transmission channel. Currently the most popular features are Mel Frequency Cepstral Coefficients MFCC. We have used MFCC for our experiment in developing our research. The speech signal is divided into frames of size 25ms with a frame rate of 10ms. We have used 12 MFCC coefficients and delta.

4.2.2 Pronunciation Dictionary

The development of a large vocabulary speaker dependent recognition system requires the availability of an appropriate pronunciation dictionary that encompasses a large number of words with their pronunciation. The pronunciation dictionary, which is the lexical model, is one of the most important blocks in the development of large vocabulary speaker dependent recognition systems. A pronunciation dictionary is a machine-readable transcription of words in terms of sub-word units. It specifies the finite set of words that may be output by the speech recognizer and gives, at least, one pronunciation for each.

In pronunciation variation research, one is usually confronted with two types of lexica: a canonical (or baseline) lexicon and a multiple pronunciation lexicon. A canonical lexicon contains the normative or standard transcriptions for the words; this is a single transliteration per word. A multiple pronunciation lexicon contains more than one transliteration variant per word, for some or all of the words in the lexicon.

We have prepared a canonical pronunciation for Type I pronunciation dictionary as shown in Table 4.1.
<table>
<thead>
<tr>
<th>Amharic words</th>
<th>English Equivalent</th>
<th>Transliteration</th>
<th>Canonical Pronunciation</th>
</tr>
</thead>
<tbody>
<tr>
<td>እሆኔ ይካሚያም</td>
<td>Stadium</td>
<td>/stadiiyom/</td>
<td>s t a d ii y o m sp</td>
</tr>
<tr>
<td>እሆኔ ይካሚያም</td>
<td>In short</td>
<td>/bacxr/</td>
<td>b a c x r sp</td>
</tr>
<tr>
<td>እሆኔ ይካሚያም</td>
<td>By five</td>
<td>/beamst/</td>
<td>b e a m s t sp</td>
</tr>
<tr>
<td>እሆኔ ይካሚያም</td>
<td>By double</td>
<td>/betxf/</td>
<td>b e t x f sp</td>
</tr>
</tbody>
</table>

We have prepared Type II pronunciation dictionary as shown in Table 4.2.

<table>
<thead>
<tr>
<th>Amharic words</th>
<th>English Equivalent</th>
<th>Alternate Transliteration</th>
<th>Alternate Pronunciation</th>
</tr>
</thead>
<tbody>
<tr>
<td>እሆኔ ይካሚያም</td>
<td>Stadium</td>
<td>/stadiiyom/</td>
<td>s t a d ii y o m</td>
</tr>
<tr>
<td>እሆኔ ይካሚያም</td>
<td>In short</td>
<td>/bacxr/</td>
<td>b a c x r</td>
</tr>
<tr>
<td>እሆኔ ይካሚያም</td>
<td>By five</td>
<td>/beamst/</td>
<td>b a m s t</td>
</tr>
<tr>
<td>እሆኔ ይካሚያም</td>
<td>By double</td>
<td>/betxf/</td>
<td>b e t x f</td>
</tr>
</tbody>
</table>

We have prepared Type III pronunciation dictionary from acoustic evidence as shown in Table 4.3.

<table>
<thead>
<tr>
<th>Amharic words</th>
<th>English Equivalent</th>
<th>Alternate Transliterations</th>
<th>Alternate Pronunciation</th>
</tr>
</thead>
<tbody>
<tr>
<td>እሆኔ ይካሚያም</td>
<td>Stadium</td>
<td>/sixtadiiyom/</td>
<td>s i x t a d ii y o m</td>
</tr>
<tr>
<td>እሆኔ ይካሚያም</td>
<td>In short</td>
<td>/bacxixr/</td>
<td>b a c x i x r</td>
</tr>
<tr>
<td>እሆኔ ይካሚያም</td>
<td>By five</td>
<td>/bamsixt/</td>
<td>b a m s i x t</td>
</tr>
<tr>
<td>እሆኔ ይካሚያም</td>
<td>By double</td>
<td>/betxixf/</td>
<td>b e t x i x f</td>
</tr>
</tbody>
</table>
4.2.3 Language Model

Language model is one of the most important knowledge sources for large vocabulary speaker dependent recognition systems. It incorporates knowledge of the language, such as its syntactic and semantic information in ASR by providing the probabilities that a word or string of words is/are followed by another word in a given text.

The way the words are connected to form sentences is modeled by the language model with the use of a pronunciation dictionary. The language model of our system is a statistical based language model. By assuming that the next word in the sequence depends only upon one previous word, we have created a bigram (2-gram) language model. Finally using this bigram language model, a network which contains words in the training data is created. The process of language modeling is shown in Figure 4.1.

![Figure 4.1: Block Diagram of the Language Modeling process.](image)

The Language Model used in this study is a backed-off bigram language model. It is developed using the HTK tools HLstats and HBuild. HLstats is primarily used to generate the bigram probability matrix. It reads in a sorted file and generates a bigram language model. The probability matrix is prepared by using the word level transcriptions and statistics on the number of occurrences of each word and each combination of two words.

These statistics are then used to create backed-off bigram language models for the training and test using the HBuild tool which translates the gathered statistics into HTK Standard Lattice Format that are used for storing word models and multiple hypotheses from the output of a speech recognizer.
4.2.4 Acoustic Model

Acoustic models are statistical models which capture the correspondence between a short sequence of acoustic vectors and an elementary unit of speech. The elementary units of speech that are used in our research are phones. Phones are the minimal units of speech that are part of the sound system of a language.

We use HMM to model the acoustic component in this research. During training, the parameters for the models are estimated from recorded Amharic speech corpus which is transcribed at word level. We have created the acoustic model using audio recordings of speech and their text scripts and compiling them into a statistical representation of sounds which make up words. This is done through modeling the HMMs. The process of acoustic modeling is shown in Figure 4.2.

![Figure 4.2: Block Diagram of the Acoustic Modeling process](image)

4.3 HMM Topologies and Initialization

There is no general rule for the number of states of HMM model that can be taken as a rule of thumb for modeling syllable HMMs, especially, for Amharic Consonant Vowel (CV) syllables. It needs conducting an experiment to select the optimal model topology to have a good model for Amharic CV syllables as a recognition and the amount of the training speech data (Solomon, 2006).

Designing an HMM topology consists of choosing an appropriate number of states, the allowed initial states and the allowed transitions. This has to be done with proper consideration of the size of the unit of the recognition units. This is due to the fact that as the size of the recognition
unit increases and the size of the model (in terms of the number of states and number of transitions) grows, the model requires more training data.

For phone-based systems, a good topology to use is 3-state left-right with no skips. We initialize the model with the flat start method and use it for all monophones. The monophone models are then retrained, short-pause models are added and the silence model is extended slightly.

4.4 Basic Unit Definitions

Type I and Type II pronunciation dictionaries are transliterated by substituting each Amharic grapheme by the corresponding phoneme sequence as shown in Appendix A. For example, if we take the Amharic word “ምሌክት” (symbol), we transliterate the grapheme “ም” by the corresponding phoneme /m/, “ሌ” by /l/ , “كه” by /k/ and “ት” by /t/ which gives us the phoneme sequence /m/ /l/ /k/ /t/. Type III pronunciation dictionary is on top of the surface form representation and is mainly transliterated using acoustic data evidence from one of the four speakers. We transcribe the above Amharic grapheme “ምሌክት” by phoneme /m/ and /ix/, “ሌ” by /l/, “كه” by /k/ and /ix/ and “ት” by /t/ which gives us the phoneme sequence /m/ /ix/ /l/ /k/ /ix/t/.

4.5 Tied state

Having a set of monophone HMMs, the final stage of model building is to create context dependent triphone HMMS. This is done in two steps. Firstly, we convert the monophone transcriptions into triphone transcriptions and create a set of triphone models by copying the monophones and re-estimating them. Secondly, we tie similar acoustic states of triphones to ensure that all state distributions are robustly estimated.

Context-dependent triphones are made by simply cloning monophones and then re-estimating using triphone transcriptions. Then we tie states within triphone sets in order to share data and thus be able to make robust parameter estimates.

Although adding variants to the lexicon increase the chance that one of the transcriptions of a word will match the corresponding acoustic signal, adding variants may increase lexical confusability. It has been shown in many studies that simply adding variants to the lexicon does not lead to improvements, and in many cases even causes deteriorations in WER (Kessens et al.,
2001). Therefore, we limit the average number of variants per word in phase II and phase III of our lexicon to be 2.

We have trained the acoustic models on the basis of the output of forced alignment to obtain more accurate acoustic models and to achieve a better match between the Amharic multiple pronunciation lexicon and the Amharic acoustic models used during recognition. We also try to optimize the acoustic models so that they better match the Amharic transcriptions to reduce the mismatch between the Amharic acoustic models and the Amharic transcriptions.

4.6 Data Preparation

The first stage of the Enhanced Amharic Speech Recognition System research is data preparation. Speech data is needed both for training and testing. In this research, all of the speech data are recorded from scratch by four people (two male and two female) in the age range of 22 to 30. The test data provides the reference transcriptions against which the recognizer’s performance can be measured. The training data are used in conjunction with the pronunciation dictionary to provide the initial phone level transcriptions needed to start the HMM training process. Before recording the data, we have defined a phone set, task grammar and constructed a dictionary that covers both training and testing. Since the research requires that arbitrary Amharic words be added to the recognizer, training data with good phonetic balance and coverage is needed. Here for convenience, the prompt scripts needed for training are taken from eight different Amharic sources.

4.6.1 Task Grammar

The goal of this research is to enhance the performance of Amharic Speech Recognition Systems. Thus, the recognizer must handle the different inputs uttered by a speaker. Examples of inputs might be

\[
\begin{align*}
\text{yeneqemtie sixtadiiyom gixinbata sixlsa bemeto tettxenaqeqe} \\
\text{axxedë bedubay maraton ledixl kemiitxebequt atlëtoc andwa nec} \\
\text{txixrunesx beiedenbra ager aqwaracx wixddixr asxenefec}
\end{align*}
\]

HTK provides a grammar definition language for specifying simple task grammars. It consists of a set of variable definitions followed by a regular expression describing the sentences to recognize. The suitable grammar for this research is
The HTK recognizer requires a sentence network to be defined using a low level notation called HTK Standard Lattice Format (SLF) in which each sentence is listed explicitly. This network is created automatically from the grammar using the HTK tool HParse. The lists of HTK commands with their parameters used in this research are shown in Appendix J.

4.6.2 Dictionary

The first step in building pronunciation dictionary is creating a sorted list of the words contained in the grammar, one per line, with pronunciations (the phonemes that make up a word).

To create the pronunciation dictionary in HTK, we have followed the following steps:

- We create a prompts file which is the list of sentences to be recorded;
- We derive a file from the prompts file which is a sorted list of the unique words that appear in the prompts file;
- We create the pronunciation dictionary by adding pronunciation information to the words in word list.

4.6.2.1 Prompts File

First, we need to create a prompts file that includes the grammar words to create a phonetically balanced corpus. This file basically contains the list of sentences to be recorded and the names of the audio files. The sample prompts file of the research is shown in Appendix H.

The first column of the prompts file contains the name of the audio file to be created, and the next column contains the text transcriptions of what to be recorded in the audio file.
4.6.2.2 Word List File

The HTK Perl script prompts2wlist takes the prompts file created, and remove the file name in the first column and print each word on one line into a word list file as shown in Appendix E.

4.6.2.3 Pronunciation Dictionary

We then add pronunciation information (i.e. the phonemes that make up the word) to each of the words in the lexicon, thus creating a pronunciation dictionary. HTK uses the HDMan command to go through the word lists shown in Appendix E, and look up the pronunciation for each word in a separate lexicon file, and output the result in a pronunciation dictionary.

For HTK to compile the acoustic model, we need to make sure that we have at the very least 3 to 5 usage counts for each phone. If there are phones that only have one occurrence, we must add words that use these phones to the prompts file. The sample output of Type III pronunciation dictionary is shown in Appendix F.

4.6.3 Recording the Data

Before we begin, we make sure that the resident we were recording in was as quiet as possible. In addition, we turned off speakers while recording to avoid acoustic feedback in audio files.

The training and test data are recorded from 4 speakers (two male and two female) in the age range of 22-30. It is important to note that no analysis is made in determining the age range. Only availability of speakers was considered. The training and test sentences are recorded by speakers whose first language is Amharic.

The data were recorded using Audacity, which is free, open source software for recording and editing sounds, at a sampling rate of 48 KHz. Audacity is preferred over HSLab (HTK’s recording tool) since the quality of speech data recorded by Audacity is better than that of HSLab. The microphone used was headset, close-speaking, noise canceling and monophone.

The recorded data was classified into training and test sets. The research uses 800 training and 100 evaluation test sentences.
4.6.4 Creating Transcription Files

Since HTK toolkit cannot process prompts file directly, we create a Master Label File (MLF) that contains a label entry for each line in the prompts file. We use the HTK script prompts2mlf that outputs each word on a single line and each utterance terminated by a single period on its own as shown in Appendix G.

Next we need to execute the HLEd command that expands the word level transcriptions to phone level transcriptions as shown in Appendix I.

4.6.5 Coding the Data

The final stage of data preparation is parameterizing the raw speech waveforms into sequences of feature vectors. Since HTK is not as efficient in processing wav files as it is with its internal format, we need to convert the audio wav files to another format called MFCC (Mel Frequency Cepstral Coefficients) which are more generally referred to as feature vectors.

We use the tool HCopy that automatically converts the wav files into MFCC vectors. We create a file containing a list of each source audio file and the name of the MFCC file it will be converted to, and use that file as a parameter to the HCopy command. To do this, a configuration file (wav_config) is needed which specifies all the conversion parameters. The settings of wav_config file are shown in Appendix D.

The configuration file specifies that source format is wav vile, the target parameters are to be MFCC, the output should be saved in compressed format, and a cyclic redundancy check (CRC) checksum should be added.

4.7 Training

The second step of the enhanced Amharic speech recognizer is defining the topology required for each HMM by writing a prototype definition. HTK allows HMMs to be built with any desired topology. The purpose of the prototype definition is only to specify the overall characteristics and topology of the HMM. The actual parameters will be computed later by the training tools.
We will describe the creation of a well-trained set of single-Gaussian monophone HMMs. The starting point will be a set of identical monophone HMMs in which every mean and variance is identical. These are then retrained, short-pause models are added and the silence model is extended slightly. The monophones are then retrained.

4.7.1 Creating Flat Start Monophones

The first step in HMM training is defining a prototype model. The focus here is to create a model structure, the parameters are not important.

The topology of this research model consists of start and end states and three emitting states, using single Gaussian density functions. The states are connected in a left-to-right way, with no skip transitions.

We have chosen a five state topology because it is the state of art number of states for phoneme based ASR systems. The prototype model used in this research is adopted from Young et al. (2006) HTK book and is attached as it is in Appendix B.

The HTK tool HCompV scans a set of data files, compute the global mean and variance and set all of the Gaussians in a given HMM to have the same mean and variance. Executing the command HCompV replaces the zero means and unit variances by the global speech means and variances.

We then re-estimate the flat start monophones using the HTK command HERest. HERest loads re-estimate them using the MFCC files.

4.7.2 Fixing the Silence Models

In 4.7.1, we created HMM models that did not include short pause silence model which refers to the types of short pauses that occur between words in normal speech. However, we did create a silence model which are typically of longer duration, and occur at the end of a sentence.

Steve Young et al. (2006) mentions that the short pause model needs to have its emitting state tied to the centre state of the silence model i.e. we need to create a new short pause model that uses the centre state of silence, and then they both need to be 'tied' together. This is done by copying the centre state from the silence model and adding it to the short pause model, and then
running a special tool called HHED to tie the short pause model to the silence model so that they share the same centre state. By tying, it is to mean one or more HMMs share the same set of parameters.

4.7.3 Realigning the Training Data

Type II and Type III pronunciation dictionaries contain multiple pronunciations for some words. The phone models created so far can be used to realign the training data and create new transcriptions. This is done with a single invocation of the HTK recognition tool HVite that transform the input word level transcription to the new phone level transcription using the pronunciations stored in the dictionary. The key difference between this operation and the original word to phone mapping performed by HLEd in 4.6.4 is that the recognizer considers all pronunciations for each word and outputs the pronunciation that best matches the acoustic data.

4.7.4 Creating Tied-State Triphones

Given a set of monophone HMMs, the final stage of model building is to create context dependent triphone HMMs. This is done in two steps. Firstly, the monophone transcriptions are converted to triphone transcriptions and a set of triphone models are created by copying the monophones and re-estimating. Secondly, similar acoustic states of these triphones are tied to ensure that all state distributions can be robustly estimated.

4.7.4.1 Making Triphones from Monophones

In the dictionary file we created in 4.6.2, the pronunciation of a word was given by a series of phonemes (also called monophones - i.e. a single phone). To generate a triphone (i.e. a group of 3 phones) declaration from monophones, the "L" phone (i.e. the left-hand phone) precedes "X" phone and the "R" phone (i.e. the right-hand phone) follows it. The triphone is declared in the form "L-X+R".

We are therefore moving to an improved level of recognition accuracy. With such a model, we are not looking at the context of the monophone. The speech recognition engine is trying to match the sound that it has heard to a single phone.

With a triphone acoustic model, we are essentially looking for a monophone in the context of other monophones i.e. the one immediately before and the one immediately after. This greatly
improves recognition accuracy, because the speech recognition engine is looking to match a specific sequence of 3 sounds together (a triphone), rather than only one sound. Triphones reduce the possibility of error caused by confusing one sound with another, because we are now looking for a distinct sequence of 3 sounds.

We execute the HLEd command that converts the monophone transcriptions we created in 4.7.3 to an equivalent set of triphone transcriptions.

4.7.4.2 Making Tied-State Triphones

The phone models described so far were context independent. There was a big assumption that the phonemes are more or less the same in every situation. In reality, this is not the case as two neighboring phonemes may influence each other in Amharic.

To capture these effects, called co-articulations, models are needed that take into account the context of a phone. One way of modeling co-articulation effects is using triphones. Triphones model the context by taking in to consideration the left and right neighboring phones. If two phones have the same identity but different left or right context, they are considered as different triphones. The context-dependent triphones are prepared by simply cloning monophones and then re-estimating using triphones transcriptions.

4.8 Recognition

HTK provides a recognition tool called HVite that allows recognition using pronunciation dictionary, language models, and output a transcription file against which the recognizer’s performance is analyzed.

4.9 Analysis

After the enhanced Amharic Speech recognizer is completed, it is necessary to evaluate its performance. The recognition network and dictionary have already been constructed, and test data has been recorded. Thus, all that is necessary is to run the recognizer and then evaluate the results using the HTK analysis tool HResults which uses dynamic programming to align the two transcriptions and then count substitution, deletion and insertion errors. Sample output of the recognizer’s performance for speaker 1 for Type III pronunciation dictionary is shown in Figure 4.3.
As shown in Figure 4.3, the line starting with SENT indicates that of the 100 test sentences, 94 (94%) are correctly recognized. The following line starting with WORD gives the word level statistics and indicates of the 762 words in total, 756 (99.21%) were recognized correctly. There is 0 deletion error (D), 6 substitution error (S) and 0 insertion error (I).
CHAPTER FIVE

EXPERIMENTAL RESULT AND ANALYSIS

5.1 Recognizer Evaluation

As mentioned in data collection, 100 distinct Amharic sentences are recorded for the purpose of testing from four speakers for the three different Amharic pronunciation dictionaries. Before starting the test, the acoustic data files and word level transcriptions are generated for the test speech set. Acoustic data files that contain extracted speech features from the test set are generated by executing the HCopy tool.

Next, the acoustic data of the test set is input to the decoder and recognized using the Viterbi decoding algorithm. In HTK, this is done by executing the HVite tool. The inputs to the HVite tool are the acoustic model, acoustic feature of the test set and the pronunciation dictionary.

After generating these files, the performance of the Enhanced Amharic Speech Recognition System is measured by comparing the manually created transcription files that contain the transcriptions of the input utterances and the reference output transcription files that contain transcriptions of the recognized utterances. HResults matches each of the recognized and reference label sequences by performing an optimal string match using dynamic programming. The designed ASR model is evaluated under the Word Error Rate (WER) and Sentence Error Rate (SER) criterion. The WER metric is the ratio of the number of recognition errors to the number of words in the reference. The number of recognition errors is calculated as the minimum number of insertion, substitution or deletion operations required to obtain the same string as the reference from the recognizer output. The general difficulty of measuring performance lies in the fact that the recognized word sequence can have a different length from the reference word sequence. The error rate is therefore derived at the word level instead of the phoneme level.

\[
\text{WER} = \frac{\text{Substitutions} + \text{Deletions} + \text{Insertions}}{\# \text{words in reference}} \times 100
\]
Sentence Error Rate (SER) is the number of sentences with at least one word error.

\[
SER = \frac{\text{# of sentences with at least one word error}}{\text{Total number of sentences}} \times 100
\]

The starting point of this research is to measure the performance of Type I pronunciation dictionary for the four different speakers independently. This is done since any improvements or deteriorations in recognition performance due to modeling pronunciation variation are measured compared to the results obtained using this pronunciation dictionary.

The recognition results of the four speakers for Type I pronunciation dictionary are shown in Table 5.1.

<table>
<thead>
<tr>
<th>Speaker Code</th>
<th>% of words accurately recognized</th>
<th>% sentences accurately recognized</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speaker 1</td>
<td>94.23</td>
<td>61</td>
</tr>
<tr>
<td>Speaker 2</td>
<td>93.83</td>
<td>59</td>
</tr>
<tr>
<td>Speaker 3</td>
<td>93.76</td>
<td>58</td>
</tr>
<tr>
<td>Speaker 4</td>
<td>93.18</td>
<td>56</td>
</tr>
<tr>
<td>Average</td>
<td>93.75</td>
<td>58.5</td>
</tr>
</tbody>
</table>

As shown in Table 5.1, the percentage of sentences correctly recognized for Type I pronunciation dictionary are 61%, 59%, 58% and 56% for speaker1, speaker2, speaker3 and speaker4 respectively. The percentages of words accurately recognized are 94.23%, 93.83%, 93.73% and 93.18% for speaker1, speaker2, speaker3 and speaker4 respectively. The average percentage of words and sentences accurately recognized are 93.75% and 58.5% respectively.

The main reasons why the performance of the recognizer is low in Type I pronunciation dictionary is the transliteration of words in Type I pronunciation dictionary fail to incorporate cases such as epenthetic vowel insertion and gemination. Moreover, pronunciation variation is not captured in this pronunciation dictionary though the same word may be pronounced differently.
Table 5.2: Recognizer’s performance of Type II pronunciation dictionary

<table>
<thead>
<tr>
<th>Speaker code</th>
<th>% of words accurately recognized</th>
<th>% of sentences correctly recognized</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speaker 1</td>
<td>95.28</td>
<td>69</td>
</tr>
<tr>
<td>Speaker 2</td>
<td>94.75</td>
<td>67</td>
</tr>
<tr>
<td>Speaker 3</td>
<td>94</td>
<td>65</td>
</tr>
<tr>
<td>Speaker 4</td>
<td>93.36</td>
<td>62</td>
</tr>
<tr>
<td>Average</td>
<td>94.35</td>
<td>65.75</td>
</tr>
</tbody>
</table>

As shown in Table 5.2, the percentage of sentences correctly recognized for Type II pronunciation dictionary are 69%, 67%, 65% and 62% for speaker1, speaker2, speaker3 and speaker4 respectively. The percentages of words correctly recognized are 95.28%, 94.75%, 94% and 93.36% for speaker1, speaker2, speaker3 and speaker4 respectively. The average percentage of words and sentences accurately recognized are 94.35% and 65.75% respectively.

As shown in Table 5.2, the performance of Type II pronunciation dictionary leads to decrement of 1.05%, 0.92%, 0.24% and 0.18% WER for speaker1, speaker2, speaker3 and speaker4 respectively. It leads to decrement of 8%, 8%, 7% and 6% SER for speaker1, speaker2, speaker3 and speaker4 respectively. The average decrement of WER and SER are 0.6% and 7.25% respectively.

The main reason why the performance of Type I pronunciation dictionary is lower than Type II pronunciation dictionary is that the latter’s pronunciation dictionary contains alternate pronunciations for some of the words in it which the former does not. Since different people may pronounce the same Amharic word differently, an alternate Amharic pronunciation dictionary improves the performance of Amharic ASRS.

Although there are both WER and SER reductions in Type II pronunciation dictionary, the decrement can be take is not significant and its performance is negligible compared to the performance of speech recognition systems for technologically favored languages.

An error analysis was done to identify the causes for the incorrect recognitions for the above two pronunciation dictionaries. When the incorrectly identified utterances are manually compared with the correct ones, on most of the utterances, only few phones happened to be
incorrectly identified. This is due to the fact that most of the words in manual utterances miss the epenthetic vowel “እ”/ix/. Very few utterances are incorrectly recognized due to gemination problem.

As shown in Table 5.1 and 5.2, there are variations in the percentage of words and sentences accurately recognized for each speaker.

Since Type II pronunciation dictionary has alternate pronunciations for only 190 Amharic words, the decrement in both WER and SER is not significant. Hence, the research uses acoustic evidence transcription for all words that are found in Type II pronunciation dictionary. Transcribing all words manually for speaker1 from acoustic evidence leads to word and sentence accuracy rate of 99.21% and 94% respectively as shown in Table 5.3. It leads to a further decrement of 3.93% WER and 25% SER for speaker1 as shown in Table 5.3.

Table 5.3: Recognizer’s performance of Type III pronunciation dictionary for speaker1

<table>
<thead>
<tr>
<th>Speaker Code</th>
<th>% of words accurately recognized</th>
<th>% of sentences correctly recognized</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speaker 1</td>
<td>99.21</td>
<td>94</td>
</tr>
</tbody>
</table>

The acoustic evidence transcription of speaker1 is used for the other three speakers. As shown in Table 5.4, the percentages of sentences correctly recognized for Type III pronunciation dictionary are 88%, 83% and 81% for speaker2, speaker3 and speaker4 respectively. The percentages of words correctly recognized are 98.3%, 98.1% and 97.7% for speaker2, speaker3 and speaker4 respectively. It leads to a further decrement of 21%, 18% and 19% SER for speaker2, speaker3 and speaker4 respectively. The percentage of WER reductions are 3.55%, 4.1% and 4.34% for speaker2, speaker3 and speaker4 respectively. The average WER and SER acquired from acoustic evidence is 3.98% and 20.75% respectively.
Table 5.4: Recognizer’s performance of Type III pronunciation dictionary

<table>
<thead>
<tr>
<th>Speaker Code</th>
<th>% of words accurately recognized</th>
<th>% of sentences correctly recognized</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speaker1</td>
<td>99.21</td>
<td>94</td>
</tr>
<tr>
<td>Speaker 2</td>
<td>98.3</td>
<td>88</td>
</tr>
<tr>
<td>Speaker 3</td>
<td>98.1</td>
<td>83</td>
</tr>
<tr>
<td>Speaker 4</td>
<td>97.7</td>
<td>81</td>
</tr>
<tr>
<td>Average</td>
<td>98.33</td>
<td>86.5</td>
</tr>
</tbody>
</table>
CHAPTER SIX

CONCLUSION AND RECOMMENDATION

This paper describes a study to enhance the performance of a speaker dependent continuous Amharic ASR system. This section discusses the achievements of the research, drawbacks and possible future works to improve the work carried out by this research.

6.1 Conclusion

The primary objective of this research is to enhance the performance of speaker dependent continuous Amharic ASR system. As this is the first work on pronunciation variation modeling through both knowledge based and data driven approaches to enhance the performance of Amharic ASR, it can be said that the primary goal of the research has been achieved to a considerable and sufficient extent. The test results show that adding pronunciation variants to the lexicon using knowledge based approach has enhanced the performance of the Amharic ASR for the four speakers. The test results also show that the system achieves 94% sentence recognition accuracy and 99% word recognition accuracy for one speaker when the whole words in the lexicon are transcribed from acoustic evidence. Using the acoustic evidence transcription of this speaker to the other three speakers has also decreased both the WER and SER.

Of all 3309 words in Type I pronunciation dictionary, 190 of them have pronunciation variants. Incorporating these 190 pronunciation variants in Type II pronunciation dictionary has led to performance increment. This shows the impact of pronunciation variations on the performance of Amharic ASRS.

According to the error analysis, it shows that most of the incorrectly identified utterances differ from the correct ones only by few phones especially for Type I and Type II pronunciation dictionaries. A better n-gram based language model could potentially help reduce such error further.

Since this research’s ASR system is trained only from four speakers (two male and two female), the above results are accurate only for the speakers who were involved in the training. It gives a
very low sentence and word accuracy for speakers who were not involved in training. This can be alleviated by training the system using a variety of human voices of speakers.

### 6.2 Recommendation

The performance of the continuous, speaker dependent Amharic Speech Recognition System can further be enhanced by adding pronunciation variants to all words that have pronunciation variants in the pronunciation dictionary. This is due to the fact that the research has got performance increment for the four speakers after adding pronunciation variants to words that have pronunciation variants in the pronunciation dictionary.

As mentioned in Experimental Result and Analysis, the speech recognizer’s performance reaches to its highest level for one speaker when the words in the lexicon are transcribed from acoustic evidence. Therefore, we recommend that transcribing all the words for the other three speakers from acoustic evidence will enhance the performance of Amharic ASR for them.

In addition to these, the trained ASR model can be improved to build a speaker independent speech recognition system by training the system using a large speech corpus representing voices from various kinds of human voices. To gain this target, the speech corpus should consist of not only many speakers, but also should be representative in respect age group, gender, education levels, and dialects.

Finally, we recommend using Grapheme to Phoneme converter to transcribe all words in the multiple pronunciation dictionary and compare its performance with the acoustic evidence transcription performance of this research.
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Appendices

Appendix A: Transliteration Scheme
(Adopted from Sebsbie et al. (2004) work)

<table>
<thead>
<tr>
<th>Amharic symbol</th>
<th>Etop font</th>
<th>Amharic Word Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>ከ</td>
<td>p</td>
<td>/profieser/ professor'</td>
</tr>
<tr>
<td>ከ</td>
<td>t</td>
<td>/tixmhixrt/ 'education'</td>
</tr>
<tr>
<td>ከ</td>
<td>k</td>
<td>/kixb/ 'circle'</td>
</tr>
<tr>
<td>ከ</td>
<td>ax</td>
<td>/axda/ 'credit'</td>
</tr>
<tr>
<td>ሯ</td>
<td>b</td>
<td>/bixrr/ 'Ethiopian Currency'</td>
</tr>
<tr>
<td>ከ</td>
<td>d</td>
<td>/dixmet/ 'cat'</td>
</tr>
<tr>
<td>ከ</td>
<td>g</td>
<td>/gixl/ 'private'</td>
</tr>
<tr>
<td>ከ</td>
<td>px</td>
<td>/pxapxas/ 'bishop'</td>
</tr>
<tr>
<td>ከ</td>
<td>tx</td>
<td>/txixtx/ 'cotton'</td>
</tr>
<tr>
<td>ከ</td>
<td>cx</td>
<td>/cixxra/ 'tail'</td>
</tr>
<tr>
<td>ከ</td>
<td>q</td>
<td>/qixlliet/ 'scandal'</td>
</tr>
<tr>
<td>ከ</td>
<td>f</td>
<td>/fixndata/ 'explosion'</td>
</tr>
<tr>
<td>ከ</td>
<td>s</td>
<td>/sixm/ 'name'</td>
</tr>
<tr>
<td>ከ</td>
<td>sx</td>
<td>/sxixnkurt/ 'onion'</td>
</tr>
<tr>
<td>ከ</td>
<td>h</td>
<td>/hixnd/ 'India'</td>
</tr>
<tr>
<td>ከ</td>
<td>xx</td>
<td>/xxixnu/ 'Determined'</td>
</tr>
<tr>
<td>ከ</td>
<td>c</td>
<td>/cixxgixnx/ 'seedling'</td>
</tr>
<tr>
<td>ከ</td>
<td>j</td>
<td>/jixb/ 'hyena'</td>
</tr>
<tr>
<td>ከ</td>
<td>m</td>
<td>/mixn/ 'what'</td>
</tr>
<tr>
<td>ከ</td>
<td>n</td>
<td>/nixb/ 'bee'</td>
</tr>
<tr>
<td>ከ</td>
<td>nx</td>
<td>/monx/ 'fool'</td>
</tr>
<tr>
<td>ከ</td>
<td>l</td>
<td>/lixb/ 'heart'</td>
</tr>
<tr>
<td>ከ</td>
<td>r</td>
<td>/rixhruh/ 'merciful'</td>
</tr>
<tr>
<td>ከ</td>
<td>y</td>
<td>/ayn/ 'eye'</td>
</tr>
<tr>
<td>ከ</td>
<td>w</td>
<td>/wixsxa/ 'dog'</td>
</tr>
<tr>
<td>ከ</td>
<td>v</td>
<td>/nerv/ 'nerve'</td>
</tr>
<tr>
<td>ከ</td>
<td>z</td>
<td>/zixnb/ 'fly'</td>
</tr>
<tr>
<td>ከ</td>
<td>zx</td>
<td>/zxereggege/ &quot;stripped off&quot;</td>
</tr>
<tr>
<td>ከ</td>
<td>እ</td>
<td>/deheye/</td>
</tr>
<tr>
<td>እurray</td>
<td>እ</td>
<td>/mulu/</td>
</tr>
<tr>
<td>ከወንቊ</td>
<td>እ</td>
<td>/iityopxya/</td>
</tr>
<tr>
<td>ከወንቊ</td>
<td>እ</td>
<td>/arat/</td>
</tr>
<tr>
<td>እወንቊ</td>
<td>እ</td>
<td>/meriet/</td>
</tr>
<tr>
<td>ከወንቊ</td>
<td>እ</td>
<td>/ixnat/</td>
</tr>
<tr>
<td>ከወንቊ</td>
<td>እ</td>
<td>/bota/</td>
</tr>
</tbody>
</table>
### Appendix B: The Prototype HMM

```xml
<Model>
  <HMM>
    <Name>proto</Name>
    <NumStates>5</NumStates>
    <State>1</State>
      <Mean>25</Mean>
      <Variance>25</Variance>
      <Values>1.0 1.0 1.0 1.0 1.0</Values>
    </State>
    <State>2</State>
      <Mean>25</Mean>
      <Variance>25</Variance>
      <Values>1.0 1.0 1.0 1.0 1.0</Values>
    </State>
    <State>3</State>
      <Mean>25</Mean>
      <Variance>25</Variance>
      <Values>1.0 1.0 1.0 1.0 1.0</Values>
    </State>
    <State>4</State>
      <Mean>25</Mean>
      <Variance>25</Variance>
      <Values>1.0 1.0 1.0 1.0 1.0</Values>
    </State>
    <State>5</State>
      <Mean>25</Mean>
      <Variance>25</Variance>
      <Values>1.0 1.0 1.0 1.0 1.0</Values>
    </State>
    <Transition>5</Transition>
      <Values>0.0 0.0 0.0 0.0 0.0</Values>
    </Transition>
  </HMM>
</Model>
```
Appendix C: Fragment of the tree.hed script

RO 100.0 stats

TR 0

QS "R_NonBoundary" { **+ }  
QS "L_NonBoundary" { *-* }  
QS "R_Silence" { *+sil }  
QS "R_Silence" { sil-* }  
QS "L_Stops" {b-*,d-*,g-*,p-*,t-*,k-*,px-*,tx-*,*+q}  
QS "R_Stops" { *+b,*+d,*+g,*+p,*+t,*+k,*+P,*+tx,*+q}  
QS "L_Fricatives" {v-*,z-*,Z-*,f-*,s-*,sx-*,h-*,*+x}  
QS "R_Fricatives" { *+v,*+z,*+zx,*+f,*+s,*+sx,*+h,*+x}  
QS "L_Affricates" {j-*,C-*,*+cx}  
QS "R_Nasal" { *+m,*+n,*+nx}  
QS "L_Nasal" { m-*,n-*,nx-*}  
QS "R_Liquid" { *+l,*+r}  
QS "L_Liquid" { l-*,r-*}  
QS "R_semivowels" { *+w,*+y}  
QS "L_semivowels" {w-*,y-*}  
QS "R_Vowel" { *+e,*+ii,*+o,*+u,*+a,*+ie,*+ix}  
QS "L_Vowel" { e-*,ii-*,o-*,u-*,a-*,ie-*,ix-*}  
QS "L_a" {a-*}  
QS "R_a" { *+a}  
QS "L_b" {b- *}  
QS "R_b" { *+b} 

QS "L_ix" {ix-*}  
QS "R_ix" { *+ix} 

TR 2

TB 350 "ST_a_2_" { ("a","*-a+*","a+*","*-a") . state[2]}  
TB 350 "ST_b_2_" { ("b","*-b+*","b+*","*-b") . state[2]}  

TB 350 "ST__4_" { ("","*-+*","+*","*-") . state[4]}  

TR 1

AU "fulllist"
CO "tiedlist"
ST "trees"
Appendix D: The Configuration Parameter

SOURCEFORMAT = WAV
TARGETKIND = MFCC_0
TARGETRATE = 100000.0
SAVECOMPRESSED = T
SAVEWITHCRC = T
WINDOWSIZE = 250000.0
USEHAMMING = T
PREEMCOEF = 0.97
NUMCHANS = 26
CEPLIFTER = 22
NUMCEPS = 12
ENORMALISE = F
Appendix E: Sample Word List File

ab
aba
abal
abalat
abaril
abat
abay
abeba
abebe
abedhu
abedku
abeje
aberetac
abetuta
ablixtxa
.
.
.
.
.
zixq
zixryawoc
zon
zonal
zuriya
## Appendix F: Sample Type III Multiple Pronunciation Dictionary

<table>
<thead>
<tr>
<th>Word</th>
<th>Pronunciation</th>
</tr>
</thead>
<tbody>
<tr>
<td>NS_E</td>
<td>[sil]</td>
</tr>
<tr>
<td>NS_E</td>
<td>[sil]</td>
</tr>
<tr>
<td>ab</td>
<td>[ab] [a b s p]</td>
</tr>
<tr>
<td>aba</td>
<td>[aba] [a b a s p]</td>
</tr>
<tr>
<td>abal</td>
<td>[abal] [a b a l s p]</td>
</tr>
<tr>
<td>abalat</td>
<td>[abalat] [a b a l a t s p]</td>
</tr>
<tr>
<td>abat</td>
<td>[abat] [a b a t s p]</td>
</tr>
<tr>
<td>abay</td>
<td>[abay] [a b a y s p]</td>
</tr>
<tr>
<td>abebe</td>
<td>[abebe] [a b e b e s p]</td>
</tr>
<tr>
<td>abedhu</td>
<td>[abedhu] [a b e d h u s p]</td>
</tr>
<tr>
<td>abedku</td>
<td>[abedku] [a b e d k u s p]</td>
</tr>
<tr>
<td>abeje</td>
<td>[abeje] [a b e j e s p]</td>
</tr>
<tr>
<td>aberetac</td>
<td>[aberetac] [a b e r e t a c s p]</td>
</tr>
<tr>
<td>abietuta</td>
<td>[abietuta] [a b i e t u t a s p]</td>
</tr>
<tr>
<td>ablixtxa</td>
<td>[ablixtxa] [a b l i x t x a s p]</td>
</tr>
<tr>
<td>abnet</td>
<td>[abnet] [a b n e t s p]</td>
</tr>
<tr>
<td>abrixham</td>
<td>[abrixham] [a b r i x h a m s p]</td>
</tr>
<tr>
<td>zonal</td>
<td>[zonal] [z o n a l s p]</td>
</tr>
<tr>
<td>zuriiya</td>
<td>[zuriiya] [z u r i i y a s p]</td>
</tr>
</tbody>
</table>
Appendix G: Sample Master Label File

```mlf
!MLF!
"*/Sentence1.lab"
yancqcmtic
mixtadiiycom
gixnbata
miallo
beneto
naxnnacacgr
"*/Sentence2.lab"
axxdic
bedubay
maraton
ledixl
kmnilxchcgut
atiletoc
andrs
ncc
.
.
"*/Sentence1000.lab"
tckaspxu
xixtxixtyon
hono
soxfato
beletu
ixqmat
yagemetxe
beixxrat
y1xgetxal
."
Appendix H: Sample Prompts File

/* Sentence */ yemegentie sixtadiyyom gixnbata sixlsa bemeto tettexnajegge
/* Sentence */ axxedo bedubay maraton ledixl kemfitxebegqat atiletoc andwa nec
/* Sentence */ tixtxunex betdenbra ager aowaraax wixddixr asxenefec
/* Sentence */ befityopxya yentebol sixport ftxdilisfafa lxngtxlitz tixdegfalec
/* Sentence */ yemquele sixadiyyom yemnejemerifyaw miixraf gixnbata tettexnajegge
/* Sentence */ haylu betokitiyo maraton asxenefe
/* Sentence */ txyba bebosten maraton ledixl tixttxebegalec
/* Sentence */ yebsederal maremriya bietoc sixport kixleb adis yersa askiijaj komitiite meretxe
/* Sentence */ begqna yemfiysten maratonom kixbre wesen bemasaxsaxal asxenefe
/* Sentence */ hayle bemancester yegodana rucxa ledixl yixtxebegal
/* Sentence */ bikzunex bemonbay maraton ledixl tixttxebegalec
/* Sentence */ fliedierlesxnu baxxodeqacex memolifyawoc kobaledrixsaxa akalat gar teweyaye
/* Sentence */ hayle bemiwyroc gixmxas maraton wixddixr yixxfalel
/* Sentence */ hanyexaw besplien yeager aqvarac wixddixr axsenefu
/* Sentence */ belaliibela ketema talagu rucxa tekahiede
/* Sentence */ kefriliika haya amuxst miixrt siportaloc ittyopxyawan gixnbar qedem sizixraf xixzewal
/* Sentence */ genzeble bsogeli yenad sxxi amixst meto miltixr rucxa axsenefu
/* Sentence */ sijraj herom yemaraton wixddixr xebado ixqtxr bemaxtenaqeq tarijx asiugebe
/* Sentence */ ittyopxya lehodi wixddixr bemeseset defar yemflmora budixl tixlikal
/* Sentence */ tbajjil atiletoc bemigenxebu behawasa ketema yerucxa wixddixr yixkahiedal
/* Sentence */ lelodiixy sixadiyyom gixnbara yemiflw gebii masebaseb tejemere
/* Sentence */ hayle yeralug manceter rucxa wixddixr axsenefu
/* Sentence */ genemla bedbrawn yeyaymend lil wixddixr aysatefixm
/* Sentence */ ittyopxya beleomiipik lemadsetat ixqtxtaysyaderegec new
/* Sentence */ beager berc dereja betelexyay vousport aynetoc sxxitxena fyyetesexey new
/* Sentence */ sixplien yealem wancxn yasxnenebat q toyaseketa seba arat sxxih dolar awetac
/* Sentence */ telem wancnx bekokhebet axsrx teckawatiox tasoxu
/* Sentence */ ittyopxya be axsrx sostenaw yealem wetxatoc sxamipiyyona yeamsixtena derejan agenxec
/* Sentence */ ittyopxya bemosko betekaheetu yerucxa wixddixroc axsenefu
Appendix I: Sample Phone Level Transcription

"*/Sentence6.lab"
sil
haylus
betoki
iosp
maraton
spasenef
sp
sil.
Appendix J: List of HTK commands used

<table>
<thead>
<tr>
<th>HTK command</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>HParse</td>
<td>It generates a word level lattice file from a text file</td>
</tr>
<tr>
<td>HDMan</td>
<td>It prepares a pronunciation dictionary from one or more sources.</td>
</tr>
<tr>
<td>HLEd</td>
<td>It reads in a list of editing commands from an edit script file and then makes an edited copy of one or more label files.</td>
</tr>
<tr>
<td>HCopy</td>
<td>It automatically converts wav files into MFCC vectors</td>
</tr>
<tr>
<td>HCompV</td>
<td>It calculates the global mean and covariance of a set of training data.</td>
</tr>
<tr>
<td>HHEd</td>
<td>It is mainly used for applying tyings across selected HMM parameters.</td>
</tr>
<tr>
<td>HERest</td>
<td>It is used to perform a single re-estimation of the parameters of a set of HMMs</td>
</tr>
<tr>
<td>HVite</td>
<td>It is a general-purpose Viterbi word recognizer. It s match a speech file against a network of HMMs and output a transcription for each.</td>
</tr>
<tr>
<td>HResults</td>
<td>It is the HTK performance analysis tool. It reads in a set of label files from a recognition tool and compares them with the corresponding reference transcription files.</td>
</tr>
</tbody>
</table>

HDMan Parameters

- **-m**: It merges pronunciations from all source dictionaries.
- **-n monophones1**: It outputs a list of all distinct phones encountered to file monophones1.
- **-l dlog**: It writes a log file to dlog. The log file will include dictionary statistics and a list of the number of occurrences of each phone.
- **-w wordlist**: It loads the word list stored in file wordlist.

HLEd Parameters

- **-l "*"**: It causes a label file named xxx to be prefixed by the pattern"*/xxx" in the output MLF file.
-d dict: It reads a dictionary from file dict and use this for expanding labels when the EX command is used.

-i mlf: It specifies that the output transcriptions are written to the master label file mlf.

**HCopy Parameters**

- -C wav_config: It specifies a configuration file wav_config

**HCompV**

- -C config: It calculates cluster-based mean/variance estimate.
- -f f: It creates variance floor macros with values equal to f times the global variance.
- -m: It updates the means and variances.
- -M hmm0: It outputs HMM macro model files in the directory hmm0.

**HHeEd**

- -H filename: It loads the file filename.
- -M dir: It outputs the files in the directory dir.

**HVite**

- -l dir: It specifies the directory to store the output label files.
- -b silence: It uses silence as the sentence boundary during alignment.
- -H file: It load HMM file.
- -i aligned.mlf: It outputs transcriptions to MLF aligned.
- -y lab: It sets the extension for output label files to lab.
- -l words.mlf: It loads the master label file words.mlf.

**HResults:**

- -l mlf: It loads the master label file mlf.
Appendix K: Amharic Text Corpus

1. ይታርነው ከሸራወ ወገን ከ60 ውስጥ ተመስወ
2. ከወይ ቤት ወራት ለሸራ ከ50 ውስጥ ተመስወ ከ7ሏ የቅወ;
3. የጉዳ ቤት ለሸራ ከ40 ውስጥ ተመስወ;
4. ከአንወ ወራት ከ35 ውስጥ ተመስወ ከ5ወ የቅወ;
5. የጉዳ ቤት ለሸራ ከ30 ውስጥ ተመስወ ከ6ወ የቅወ;
6. የ8 ውስጥ ተመስወ ከ9 ውስጥ ተመስወ;
7. የ6 ውስጥ ተመስወ ከ7 ውስጥ ተመስወ;
8. የ4 ውስጥ ተመስወ ከ5 ውስጥ ተመስወ ከ6ወ የቅወ ከ3ወ የቅወ;
9. የ8 ውስጥ ተመስወ ከ9 ውስጥ ተመስወ ከ10 ውስጥ ተመስወ;
10. የ10 ውስጥ ተመስወ ከ11 ውስጥ ተመስወ;
11. የ14 ውስጥ ተመስወ ከ15 ውስጥ ተመስወ;
12. የ18 ውስጥ ተመስወ ከ19 ውስጥ ተመስወ ከ20 ውስጥ ተመስወ;
13. የ22 ውስጥ ተመስወ ከ23 ውስጥ ተመስወ ከ24 ውስጥ ተመስወ;
14. የ26 ውስጥ ተመስወ ከ27 ውስጥ ተመስወ ከ28 ውስጥ ተመስወ;
15. የ30 ውስጥ ተመስወ ከ31 ውስጥ ተመስወ;
16. ከ35 ውስጥ ተመስወ ከ36 ውስጥ ተመስወ ከ37 ውስጥ ተመስወ;
17. የ38 ውስጥ ተመስወ ከ39 ውስጥ ተመስወ;
18. ከ43 ውስጥ ተመስወ ከ44 ውስጥ ተመስወ ከ45 ውስጥ ተመስወ;
19. ከ49 ውስጥ ተመስወ ከ50 ውስጥ ተመስወ ከ51 ውስጥ ተመስወ;
20. ከ55 ውስጥ ተመስወ ከ56 ውስጥ ተመስወ ከ57 ውስጥ ተመስወ;
21. የ60 ውስጥ ተመስወ ከ61 ውስጥ ተመስወ ከ62 ውስጥ ተመስወ;
22. የ80 ውስጥ ተመስወ ከ81 ውስጥ ተመስወ;
23. የ85 ውስጥ ተመስወ ከ86 ውስጥ ተመስወ;
24. የ90 ውስጥ ተመስወ ከ91 ውስጥ ተመስወ ከ92 ውስጥ ተመስወ;
25. ከ97 ውስጥ ተመስወ ከ98 ውስጥ ተመስወ ከ99 ውስጥ ተመስወ.
26. የካሄን ለሚወስን ለአንድ ወገን ፈርዎት ለማሸክር ከወከት ያለው
27. ከወ በወጥም የለም የስማት በነል በልካ ባሇበት ዲች የወር ከውጭ
28. ከወጥም የለም የበታትና ከ10 ቀወስት ከወወ
29. ከወጥም የለም የስማት የሚውል የወጥም የሚገኝ ከወወ
30. ከወጥም የለም የስማት የሚውል የወጥም የሚገኝ ከወወ
31. ከወጥም የለም የስማት የሚውል የወጥም የሚገኝ ከወወ
32. ከወጥም የለም የስማት የሚውል የወጥም የሚገኝ ከወወ
33. ከወጥም የለም የስማት የሚውል የወጥም የሚገኝ ከወወ
34. ከወጥም የለም የስማት የሚውል የወጥም የሚገኝ ከወወ
35. ከወጥም የለም የስማት የሚውል የወጥም የሚገኝ ከወወ
36. ከወጥም የለም የስማት የሚውል የወጥም የሚገኝ ከወወ
37. ከወጥም የለም የስማት የሚውል የወጥም የሚገኝ ከወወ
38. ከወጥም የለም የስማት የሚውል የወጥም የሚገኝ ከወወ
39. ከወጥም የለም የስማት የሚውል የወጥም የሚገኝ ከወወ
40. ከወጥም የለም የስማት የሚውል የወጥም የሚገኝ ከወወ
41. ከወጥም የለም የስማት የሚውል የወጥም የሚገኝ ከወወ
42. ከወጥም የለም የስማት የሚውል የወጥም የሚገኝ ከወወ
43. ከወጥም የለም የስማት የሚውል የወጥም የሚገኝ ከወወ
44. ከወጥም የለም የስማት የሚውል የወጥም የሚገኝ ከወወ
45. ከወጥም የለም የስማት የሚውል የወጥም የሚገኝ ከወወ
46. ከወጥም የለም የስማት የሚውል የወጥም የሚገኝ ከወወ
47. ከወጥም የለም የስማት የሚውል የወጥም የሚገኝ ከወወ
48. ከወጥም የለም የስማት የሚውል የወጥም የሚገኝ ከወወ
49. ከወጥም የለም የስማት የሚውል የወጥም የሚገኝ ከወወ
50. ከወጥም የለም የስማት የሚውል የወጥም የሚገኝ ከወወ
51. ከወጥም የለም የስማት የሚውል የወጥም የሚገኝ ከወወ
52. ከወጥም የለም የስማት የሚውል የወጥም የሚገኝ ከወወ
እርሶአዯሮች በምግብ የተጨምሮ;

በሰሜን ጎንዯር ዞን በርካታ የጥጥ የንጋ የተጠቀመዉ;

የነቀምት ወሊቂ የውሃ የፕሮጀክት የንዴሮ የተጠቀለ;

በጎንዯር ከተማ የሚገሷው ሒሏይ ያኒየን የትርፍ ከፍፍሌ ከካሄዉ;

በተያዘው ይበወ በስኖ ጉዳይ የመንገዴ የፕሮጀክቶች ፈንባታ የስራ የፌመራሌ;

በጎንዯር ከተማ የተቋቋመው የፈሳሽ ከሮትሮ የማምረቻ ያብሪካ የስራውን የፌመረ;

በጋምቤሊ እርሶቤርካታ የውሃ የተቋማት ዲንገነቡ ልው;

በዴሬዯዋ ከ112 የፕሮጀክቶች የኢንቨስትመንት ረቃዴ የተሰጠ;

በሰሜን ጎንዯር ዝመናዊ የሰሉጥ ጋብይት የስርዓት የተጠቀረ;

የኢትዮጵያ ዌንግዴ ኣንክብን ይኋን ፈንባ ከካማሽ ከカルማ የከተላ;

ማህበሩ ይፋ 140 የሚሉዮን እር የመስኖ ለማት ያያካሂዴ የነው;

በመቀላ ከተማ የተቋቋመው የፕሊስቲክ ፈቦ የማምረቻ ያብሪካ የስራ የፌመረ;

የአዱስ ህበባ ምክኖሎጂ ያስለ የተመረቀ;

በኢትዮጵያ የዓሇም ይግብ ይቀን የጥቅምት 6 የከበራሌ;

በአፋር ይግባብ ይግባብ ይግባ ይግባ ያስገር የፌመሩ;

በዴሬ ከተማ የአስፓሌት ባንገ የስራ የተጀመረ;

ዓሇም እካፍ የወት ᭋን ያጎንዯር ከカルማ የከተራ;

በየአዱስ አበባ የሚውለ ያ120 የስራ የድኞማ፣ ይመጣጧ;

የኢትዮጵያ ዋር ይግባ ይግባ ይግባ ይግባ ያስገር የፌመሩ;

በአዱስ አበባ ከ18 ዋ. ይግባ የስራ ያጎንዯር የከተራ;

አስፓሌት የሚር ይግባ ይግባ ይግባ ይግባ ያስገር የፌመሩ;

በአዱስ አበባ የሚውለ ያ8 ዋ. ይግባ የስራ ያጎንዯር የከተራ;

በአክሱም ይግባ ይግባ ይግባ ይግባ ያስገር የፌመሩ;

የዯቡብ ዋል ኢርሶ ይግባ ይግባ ይግባ ያስገር የፌመሩ;

በአፋር ይግባ ይግባ ይግባ ይግባ ያስገር የፌመሩ;

የየአዱስ አበባ የሚውለ ያ6 ዋ. ይግባ የስራ ያጎንዯር የከተራ;

የዯቡብ ዋል ኢርሶ ይግባ ይግባ ይግባ ያስገር የፌመሩ;

በአፋር ይግባ ይግባ ይግባ ይግባ ያስገር የፌመሩ;

የየአዱስ አበባ የሚውለ ያ18 ዋ. ይግባ የስራ ያጎንዯር የከተራ;

አስፓሌት የሚር ይግባ ይግባ ይግባ ይግባ ያስገር የፌመሩ;

በአፋር ይግባ ይግባ ይግ巴基 ይግባ ይግ巴基 ያስገር የፌመሩ;

የየአዱስ አበባ የሚውለ ያ77 ዋ. ይግባ የስራ ያጎንዯር የከተራ;

የዯቡብ ዋል ኢርሶ ይግባ ይግባ ይግ巴基 ያስገር የፌመሩ;

በአፋር ይግባ ይግባ ይግ巴基 ይግ巴基 ያስገር የፌመሩ;

የየአዱስ አበባ የሚውለ ያ77 ዋ. ይግባ የስራ ያጎንዯር የከተራ;
188. ከሆነውን ነን በ ይው ብታ ሇ ሁለተኛ ከቁጥር የምርስ በ ከቀረበ ከማይቅ ከንገ
189. የአንጊቱ ከው ይታ በ ይግባ የንፈድ ከትታ ከተረጋ ከምርስ ከው
190. የሆነውን ነን በ ይው ይታ በ ይግባ የንፈድ ከትታ ከማይቅ ከንገ
191. የለቁ ከሆነ ነን ከ13 የበታ የምርስ ከትታ የምርስ
192. ከወስኝ ነን 35 ወን የስ ሇለስበስ የምርስ
193. ከሆነውን ከው ይታ ይግባ የንፈድ ከትታ የበታ የስ ከማይቅ ከንገ
194. የሆነውን ከው ይታ ይግባ የንፈድ ከትታ የስ ከማይቅ ከንገ
195. ከሆነውን ከው ይታ ይግባ የስ ከማይቅ ከንገ
196. የሆነውን ከው ይታ ይግባ የንፈድ ከትታ የስ ከማይቅ ከንገ
197. የሆነውን ከው ይታ ይግባ የንፈድ ከትታ የስ ከማይቅ ከንገ
198. የሆነውን ከው ይታ ይግባ የስ ከማይቅ ከንገ
199. የሆነውን ከው ይታ ይግባ የስ ከማይቅ ከንገ
200. የሆነውን ከው ይታ ይግባ የስ ከማይቅ ከንገ
201. ከሆነውን ከ2002 ያስ ይግባ ከስ
202. የሆነውን ከው ይታ ይግባ የስ ከማይቅ ከስ
203. የሆነውን ከው ይታ ይግባ የስ ከማይቅ ከስ
204. የሆነውን ከው ይታ ይግባ የስ ከማይቅ ከስ
205. የሆነውን ከው ይታ ይግባ የስ ከማይቅ ከስ
206. የሆነውን ከው ይታ ይግባ የስ ከማይቅ ከስ
207. የሆነውን ከው ይታ ይግባ የስ ከማይቅ ከስ
208. የሆነውን ከው ይታ ይግባ የስ ከማይቅ ከስ
209. የሆነውን ከው ይታ ይግባ የስ ከማይቅ ከስ
210. የሆነውን ከው ይታ ይግባ የስ ከማይቅ ከስ
211. የሆነውን ከው ይታ ይግባ የስ ከማይቅ ከስ
212. የሆነውን ከው ይታ ይግባ የስ ከማይቅ ከስ
213. የሆነውን ከው ይታ ይግባ የስ ከማይቅ ከስ
214. የሆነውን ከው ይታ ይግባ የስ ከማይቅ ከስ
215. የሆነውን ከው ይታ ይግባ የስ ከማይቅ ከስ
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በኢትዮጵያ የሕጻናት ጤና እንክብካቤና የትምህርት ሰረክሱሰ ምዕቀፍ ይፋ ወነ ፇስገኝ የሚሆና ይግዴ የመተማ የህንጻ በዕዴሳትና የማስፋፊያ የተጠናቀቀ የዯብረ ሉርቀስ የህስፋታሌ የየህክምና መሳሪያዎች የእርዲታ አገኝ በጋምቤሊ ዳሌሌ ከስር ጤና ሰብቢያዎች የተገነቡ በጋምቤሊ ዳሌሌ የእስት የስርጭትን ሇመግታት የጥረት እንዱዯረግ የተጠየቀ በምስራቅ ዳለጋ የተገነባ የህስፋታሌ የተመረቀ የአዱስ የበባባ የሚስጥ ዯክስ የእንክብካቤና የትምህርት ሰረክሱሰ የወሰደ ᆰደረጉ ከማስካፋ ምዕቀፍ ያሆነ የሚስጥ ዯክስ የእንክብካቤና የትምህርት ሰረክሱሰ የወሰደ ᆰደረጉ ከማስካፋ ምዕቀፍ ያሆነ የሚስጥ ዯክስ የእንክብካቤና የትምህርት ሰረክሱሰ የወሰደ ᆰደረጉ ከማስካፋ ምዕቀፍ ያሆነ የሚስጥ ዯክስ የእንክብካቤና የትምህርት ሰረክሱሰ የወሰደ ᆰደረጉ ከማስካፋ ምዕቀፍ ያሆነ የሚስጥ ዯክስ የእንክብካቤና የትምህርት ሰረክሱሰ የወሰደ ᆰደረጉ ከማስካፋ ምዕቀፍ ያሆነ የሚስጥ ዯክስ የእንክብካቤና የትምህርት ሰረክሱሰ የወሰደ ᆰደረጉ ከማስካፋ ምዕቀፍ ያሆነ የሚስጥ ዯክስ የእንክብካቤና የትምህርት ሰረክሱሰ የወሰደ ᆰደረጉ ከማስካፋ ምዕቀፍ ያሆነ የሚስጥ ዯክስ የእንክብካቤና የትምህርት ሰረክሱሰ የወሰደ ᆰደረጉ ከማስካፋ ምዕቀፍ ያሆነ የሚስጥ ዯክስ የእንክብካቤና የትምህርት ሰረክሱሰ የወሰደ ᆰደረጉ ከማስካፋ ምዕቀፍ ያሆነ የሚስጥ ዯክስ የእንክብካቤና የትምህርት ሰረክሱሰ የወሰደ ᆰደረጉ ከማስካፋ ምዕቀፍ ያሆነ የሚስጥ ዯክስ የእንክብካቤና የትምህርት ሰረክሱሰ የወሰደ ᆰደረጉ ከማስካፋ ምዕቀፍ ያሆነ የሚስጥ ዯክስ የእንክብካቤና የትምህርት ሰረክሱሰ የወሰደ ᆰደረጉ ከማስካፋ ምዕቀፍ ያሆነ የሚስጥ ዯክስ የእንክብካቤና የትምህርት ሰረክሱሰ የወሰደ ᆰደረጉ ከማስካፋ ምዕቀፍ ያሆነ የሚስጥ ዯክስ የእንክብካቤና የትምህርት ሰረክሱሰ የወሰደ ᆰደረጉ ከማስካፋ ምዕቀፍ ያሆነ የሚስጥ ዯክስ የእንክብካቤና የትምህርት ሰረክሱሰ የወሰደ ᆰደረጉ ከማስካፋ ምዕቀፍ ያሆነ የሚስጥ ዯክሱ የእንክብካቤና የትምህርት ሰረክሱሰ የወሰደ ᆰደረጉ ከማስካፋ ምዕቀፍ ያሆነ የሚስጥ ዯክሱ የእንክብካቤና የትምህርት ሰረክሱሰ የወሰደ ᆰደረጉ ከማስካፋ ምዕቀፍ ያሆነ የሚስጥ ዯክሱ የእንክብካቤና የትምህርት ሰረክሱሰ የወሰደ ᆰደረጉ ከማስካፋ ምዕቀፍ ያሆነ የሚስጥ ዯክሱ
409.አማርኛውር ያተፋቀም መንከት ይገባል እጆች እግዙአብሔር
410.ስርጋዊ ጐግግር ለአማርኛውር ያስ ይሆናል የላሇ የወንዴሞት
411.እግዙአብሔር ያለ ብ ከሆኑ ብ ይካታት ለጉዴሇት ብ ይሆናል የሚገኝ ይችላል
412.አማርኛውር ይሆናል ያስ ይሆናል እጆች
413.አማርኛውር እስማማት ያስ ይሆናል የሚገኝ ይችላል
414.አማርኛውር ያስ ብ ከሆኑ ብ ይሆናል የሚገኝ ይችላል የሚገኝ ይችላል እጆች እግዙአብሔር
415.ተንቀሳ ለማስቀም ያስ ይሆናል እጆች
416.አማርኛውር ያስ ብ ከሆኑ ብ ይሆናል የሚገኝ ይችላል የሚገኝ ይችላል
417.አማርኛውር ያስ ብ ከሆኑ ብ ይሆናል የሚገኝ ይችላል የሚገኝ ይችላል
418.አማርኛውር ያስ ብ ከሆኑ ብ ይሆናል እጆች
419.አማርኛውር ያስ ብ ከሆኑ ብ ይሆናል እጆች
420.አማርኛውር ያስ ብ ከሆኑ ብ ይሆናል እጆች እግዙአብሔር
421.አማርኛውር ያስ ብ ከሆኑ ብ ይሆናል እጆች እግዙአብሔር
422.አማርኛውር ያስ ብ ከሆኑ ብ ይሆናል እጆች እግዙአብሔር
423.አማርኛውር ያስ ብ ከሆኑ ብ ይሆናል እጆች እግዙአብሔር
424.አማርኛውር ያስ ብ ከሆኑ ብ ይሆናል እጆች እግዙአብሔር
425.አማርኛውር ያስ ብ ከሆኑ ብ ይሆናል እጆች እግዙአブሔር
426.አማርኛውር ያስ ብ ከሆኑ ብ ይሆናል እጆች እግዙአブሔር
427.አማርኛውር ያስ ብ ከሆኑ ብ ይሆናል እጆች እግዙአブሔር
428.አማርኛውር ያስ ብ ከሆኑ ብ ይሆናል እጆች እግዙአブሔር
429.አማርኛውር ያስ ብ ከሆኑ ብ ይሆናል እጆች እግዙአブሔር
430.አማርኛውር ያስ ብ ከሆኑ ብ ይሆናል እጆች እግዙአブሔር
431.አማርኛውር ያስ ብ ከሆኑ ብ ይሆናል እጆች እግዙአブሔር
432.አማርኛውር ያስ ብ ከሆኑ ብ ይሆናል እጆች እግዙአブሔር
433.አማርኛውር ያስ ብ ከሆኑ ብ ይሆናል እጆች እግዙአブሔር
434.አማርኛውር ያስ ብ ከሆኑ ብ ይሆናል እጆች እግዙአブሔር
435.አማርኛውር ያስ ብ ከሆኑ ብ ይሆናል እጆች እግዙአブሔር
436.አማርኛውር ያስ ብ ከሆኑ ብ ይሆናል እጆች እግዙአブሔር
437.አማርኛውር ያስ ብ ከሆኑ ብ ይሆናል እጆች እግዙአブሔር
438.አማርኛውር ያስ ብ ከሆኑ ብ ይሆናል እጆች እግዙአブሔር
439.አማርኛውር ያስ ብ ከሆኑ ብ ይሆናል እጆች እግዙአブሔር
440.አማርኛውር ያስ ብ ከሆኑ ብ ይሆናል እጆች እግዙአブሔር
441.አማርኛውር ያስ ብ ከሆኑ ብ ይሆናል እጆች እግዙአブሔር
442.አማርኛውር ያስ ብ ከሆኑ ብ ይሆናል እጆች እግዙአブሔር
443.አማርኛውር ያስ ብ ከሆኑ ብ ይሆናል እጆች እግዙአブሔር
አካሇ የመቀጮ ሇሰው ሲንጀሇኛው በሕጉ የሕግ የጽኑ በወንጀሌ ወንጅት ይረترنت ይቃላቸው ይቃላቸው

18 የውስጥ የአሇንጋ የፌርዴ በመቀጮ ያወጣ ይሆናቸውም ይሆናቸውም
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666. ይክ የልስት ፈር ያን ለር በማቅረብ ይግባኝ ያቀጣሌ፡፡

667. እንወ ወርሱ ያለአል ይግባኝ ያሳጭ ያቀጣሌ እንወ ያሳሳስ ያቀጣሌ፡፡

668. ያቀሚው ላይ ውስጥ የቀበረው የገር እንወጋ የሆነ ያሳስ ያቀጣሌ፡፡

669. ያስታ ውስጥ ይህ ያሠ ያስቀጣሌ ያቀጣሌ፡፡

670. ወዯማት እምሌክት ይው ያቀጣሌ፡፡

671. የህና በሆነ ይግራ ያገለፋ ያለ ያስቀጣሌ ያቀጣሌ፡፡

672. ይግራ ውስጥ ላይ የብቃወ ያስቀጣሌ እንወ ያሳስ ያቀጣሌ፡፡

673. ይስ ለアク እር መሆን ያስቀጣሌ ያቀጣሌ፡፡

674. ከ 15 እ ከ 18 ዓመት ለም ውስጥ ያስቀጣሌ ያቀጣሌ፡፡

675. ይው ውስጥ ከፋፋ ከፋ ያስቀጣሌ ያቀጣሌ፡፡

676. ይስ ውስጥ ይህ ያስቀጣሌ ያቀጣሌ፡፡

677. ይስ ውስጥ ይህ ያስቀጣሌ ያቀጣሌ፡፡

678. ይስ ውስጥ ይህ ያስቀጣሌ ያቀጣሌ፡፡

679. ይስ ውስጥ ይህ ያስቀጣሌ ያቀጣሌ፡፡

680. ይስ ውስጥ ይህ ያስቀጣሌ ያቀጣሌ፡፡

681. ይስ ውስጥ ይህ ያስቀጣሌ ያቀጣሌ፡፡

682. ይስ ውስጥ ይህ ያስቀጣሌ ያቀጣሌ፡፡

683. ያስ ውስጥ ይህ ያስቀጣሌ ያቀጣሌ፡፡

684. ያስ ውስጥ ይህ ያስቀጣሌ ያቀጣሌ፡፡

685. ያስ ውስጥ ይህ ያስቀጣሌ ያቀጣሌ፡፡

686. ያስ ውስጥ ይህ ያስቀጣሌ ያቀጣሌ፡፡

687. ያስ ውስጥ ይህ ያስቀጣሌ ያቀጣሌ፡፡

688. ያስ ውስጥ ይህ ያስቀጣሌ ያቀጣሌ፡፡

689. ያስ ውስጥ ይህ ያስቀጣሌ ያቀጣሌ፡፡

690. ያስ ውስጥ ይህ ያስቀጣሌ ያቀጣሌ፡蔀

691. ያስ ውስጥ ይህ ያስቀጣሌ ያቀጣሌ፡蔀

692. ያስ ውስጥ ይህ ያስቀጣሌ ያቀጣሌ፡蔀

693. ያስ ውስጥ ይህ ያስቀጣሌ ያቀጣሌ፡蔀

694. ያስ ውስጥ ይህ ያስቀጣሌ ያቀጣሌ፡蔀

695. ያስ ውስጥ ይህ ያስቀጣሌ ያቀጣሌ፡蔀

696. ያስ ውስጥ ይህ ያስቀጣሌ ያቀጣሌ፡蔀

697. ያስ ውስጥ ይህ ያስቀጣሌ ያቀጣሌ፡蔀

698. ያስ ውስጥ ይህ ያስቅጣሌ ያቀጣሌ፡蔀

699. ያስ ውስጥ ይህ ያስቅጣሌ ያቀጣሌ፡埗

700. ያስ ውስጥ ይህ ያስቅጣሌ ያቀጣሌ፡>:</sub>
Evaluation Test Sentences

1. የመቀላ ላስቴዱዮም ወንባታ የተጠቀመ
2. ዴል የአገር ወንባን የማረ የገኝ አጠነ
3. ያስት ወርን እንደ ይለው ይወጣል
4. ያስት ወርን እንደ ይለው ይወጣል
5. የእርዲ ከላይ ከላይ ገደ የታማ ከላይ
6. ያስት ገደ የታማ ከላይ
7. ያስት ገደ የታማ ከላይ
8. ያስት ገደ የታማ ከላይ
9. ያስት ገደ የታማ ከላይ
10. ያስት ገደ የታማ ከላይ
11. ያስት ገደ የታማ ከላይ
12. ያስት ገደ የታማ ከላይ
13. ያስት ገደ የታማ ከላይ
14. ያስት ገደ የታማ ከላይ
15. ያስት ገደ የታማ ከላይ
16. ያስት ገደ የታማ ከላይ
17. ያስት ገደ የታማ ከላይ
18. ያስት ገደ የታማ ከላይ
19. ያስት ገደ የታማ ከላይ
20. ያስት ገደ የታማ ከላይ
21. ያስት ገደ የታማ ከላይ
22. ያስት ገደ የታማ ከላይ
23. ያስት ገደ የታማ ከላይ
24. ያስት ገደ የታማ ከላይ
25. ያስት ገደ የታማ ከላይ
26. ያስት ገደ የታማ ከላይ
27. ያስት ገደ የታማ ከላይ
28. ያስት ገደ የታማ ከላይ
29. ያስት ገደ የታማ ከላይ
30. ያስት ገደ የታማ ከላይ
31. ያስት ገደ የታማ ከላይ
32. ያስት ገደ የታማ ከላይ
33. ያስት ገደ የታማ ከላይ
34. ያስት ገደ የታማ ከላይ
35. ያስት ገደ የታማ ከላይ
36. ያስት ገደ የታማ ከላይ
37. ያስት ገደ የታማ ከላይ
38. ያስት ገደ የታማ ከላይ
39. ያስት ገደ የታማ ከላይ
40. ያስት ገደ የታማ ከላይ
41. ያስት ገደ የታማ ከላይ
42. ያስት ገደ የታማ ከላይ
43. ያስት ገደ የታማ ከላይ
44. ያስት ገደ የታማ ከላይ
45. ያስት ገደ የታማ ከላይ
46. ያስት ገደ የታማ ከላይ
47. ያስት ገደ የታማ ከላይ
48. ያስት ገደ የታማ ከላይ
49. ያስት ገደ የታማ ከላይ
50. ያስት ገደ የታማ ከላይ
51. ያስት ገደ የታማ ከላይ
52. ልቋ መንፈት ከወር ያልተና ይባልቸውን ሊስ ከ-
53. የምስ ሚስስ ከለት ያልስ የምስ የምስ ከለት ያስ ከ-
54. ከልልስ ከለት ከለት ከለት ከለት ከለት ከለ-
55. የልልስ ከለት ያስ ከለት ያስ ከለት ያስ ከለት ከ-
56. ከልልስ ከለት ያስ ከለት ያስ ከለት ያስ ከለት ከ-
57. ያስ ከለት ያስ ከለት ያስ ከለት ያስ ከለት ከ-
58. ከልልስ ከለት ያስ ከለት ከለት ከለት ከለት ከ-
59. ያስ ከለት ያስ ከለት ያስ ከለት ያስ ከለት ከ-
60. ከልልስ ከለት ያስ ከለት ከለት ከለት ከለት ከ-
61. ያስ ከለት ያስ ከለት ያስ ከለት ያስ ከለት ከ-
62. ያስ ከለት ያስ ከለት ያስ ከለት ያስ ከለት ከ-
63. ከልልስ ከለት ያስ ከለት ከለት ከለት ከለት ከ-
64. ያስ ከለት ያስ ከለት ያስ ከለት ያስ ከለት ከ-
65. ከልልስ ከለት ያስ ከለት ከለት ከለት ከለት ከ-
66. ከልልስ ከለት ያስ ከለት ከለት ከለት ከለት ከ-
67. ያስ ከለት ያስ ከለት ያስ ከለት ያስ ከለት ከ-
68. ያስ ከለት ያስ ከለት ያስ ከለት ያስ ከለት ከ-
69. ያስ ከለት ያስ ከለት ያስ ከለት ያስ ከለት ከ-
70. ከልልስ ከለት ያስ ከለት ያስ ከለት ከለት ከ-
71. ከልልስ ከለት ያስ ከለት ያስ ከለት ከለት ከ-
72. ከልልስ ከለት ያስ ከለት ያስ ከለት ከለት ከ-
73. ከልልስ ከለት ያስ ከለት ያስ ከለት ያስ ከለት ከ-
74. ከልልስ ከለት ያስ ከለት ያስ ከለት ከለት ከ-
75. ከልልስ ከለት ያስ ከለት ያስ ከለት ያስ ከለት ከ-
76. ከልልስ ከለት ያስ ከለት ያስ ከለት ያስ ከለት ከ-
77. ከልልስ ከለት ያስ ከለት ያስ ከለት ያስ ከለት ከ-
78. ከልልስ ከለት ያስ ከለት ያስ ከለት ያስ ከለት ከ-
79. ከልልስ ከለት ያስ ከለት ያስ ከለት ያስ ከለት ከ-
80. ከልልስ ከለት ያስ ከለት ያስ ከለት ያስ ከለት ከ-
81. ከልልስ ከለት ያስ ከለት ያስ ከለት ያስ ከለት ከ-
82. ከልልስ ከለት ያስ ከለት ያስ ከለት ያስ ከለት ከ-
83. ከልልስ ከለት ያስ ከለት ያስ ከለት ያስ ከለት ከ-
84. ከልልስ ከለት ያስ ከለት ያስ ከለት ያስ ከለት ከ-
85. ከልልስ ከለት ያስ ከለት ያስ ከለት ያስ ከለት ከ-
86. ከልልስ ከለት ያስ ከለት ያስ ከለት ከለት ከ-
87. ከልልስ ከለት ያስ ከለት ያስ ከለት ያስ ከለት ከ-
88. ከልልስ ከለት ያስ ከለት ያስ ከለት ያስ ከለት ከ-
89. ከልልስ ከለት ያስ ከለት ያስ ከለት ያስ ከለት ከ-
90. ከልልስ ከለት ያስ ከለት ያስ ከለት ያስ ከለት ከ-
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