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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWGN</td>
<td>Additive White Gaussian Noise.</td>
</tr>
<tr>
<td>BER</td>
<td>Bit error rate.</td>
</tr>
<tr>
<td>BPSK</td>
<td>Binary phase-shift keying.</td>
</tr>
<tr>
<td>BS</td>
<td>Base Stations.</td>
</tr>
<tr>
<td>CSI</td>
<td>Channel state information.</td>
</tr>
<tr>
<td>FEC</td>
<td>Forward error correction.</td>
</tr>
<tr>
<td>i.i.d</td>
<td>independent and identically distributed.</td>
</tr>
<tr>
<td>IDD</td>
<td>Iterative detection and decoding.</td>
</tr>
<tr>
<td>MARC</td>
<td>Multiple-access Relay channel</td>
</tr>
<tr>
<td>MIMO</td>
<td>Multiple-Input Multiple-Output.</td>
</tr>
<tr>
<td>ML</td>
<td>Maximum likelihood.</td>
</tr>
<tr>
<td>MMSE</td>
<td>Minimum mean-square error.</td>
</tr>
<tr>
<td>MMSE-SIC</td>
<td>Minimum Mean Square Error-Successive Interference Cancelation.</td>
</tr>
<tr>
<td>QPSK</td>
<td>Quadrature Phase Shift Keying.</td>
</tr>
<tr>
<td>SD</td>
<td>Spatial diversity.</td>
</tr>
<tr>
<td>SER</td>
<td>Symbol error rate.</td>
</tr>
<tr>
<td>SIC</td>
<td>Successive Interference Cancelation.</td>
</tr>
<tr>
<td>SINR</td>
<td>Signal to Interference plus Noise Ratio.</td>
</tr>
<tr>
<td>SM</td>
<td>Spatial multiplexing.</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal-to-noise ratio.</td>
</tr>
<tr>
<td>V-BLAST</td>
<td>Vertical Bell-Labs layered space-time.</td>
</tr>
<tr>
<td>ZF</td>
<td>Zero-forcing.</td>
</tr>
<tr>
<td>ZF-SIC</td>
<td>Zero-Forcing Successive Interference Cancelation.</td>
</tr>
</tbody>
</table>
Abstract

The wireless channel places fundamental limitation on the performance of wireless communication network. Fading, path loss and shadowing are some of the impairments caused by the wireless channel, which result in significant performance degradation. These wireless channel impairments can be compensated by various ways such as by increasing transmit power or bandwidth.

Since these radio resources are scarce and expensive, future wireless systems should focus on new technologies that provide high spectral efficiency, high network coverage and improved link reliability. In this aspect, Multiple-Input Multiple-Output (MIMO) wireless communication system; where multiple antennas are equipped at the transceiver of the wireless link, has been considered as promising technology to meet these requirements.

However, due to size, cost, and/or hardware limitations, a small handheld wireless device may not be able to support multiple antennas. As a remedy to this problem cooperative communication, where nodes cooperate to create multiple antennas virtually, has been proposed recently. Although cooperative communication provide high network coverage and improved link reliability, the available relay resources are not fully exploited due to lack of optimal signal detection scheme.

To this end, this thesis presents a MIMO detection based cooperative wireless communication called multiple-access relay channel (MARC) and analyze the performance in the form of bit error rate (BER). It allows the receiver to jointly detect the source and relay transmissions, to provide better diversity gain. In MARC, multiple sources (two in our case) transmit to a common destination with the assistance of a single relay.
In this scenario, a network containing two sources, a common destination and a relay is analyzed. Two cooperative communication schemes which include amplify and forward and decode and forward employing different MIMO detection techniques are investigated and results obtained from simulations with respect to variable relay positioning are presented.

**Keywords:** Amplify-and-Forward, Bit-Error-Rate, MIMO Signal Detection, Cooperative Communications, Decode-and-Forward, Performance Analysis, Signal-to-Noise-Ratio, Wireless Networks, Superposition Modulation.
Chapter 1

Motivation and Background

1.1 Introduction

Wireless communication technologies have evolved to a more dynamic and vast applications in a couple of decades and are expected to continue in the future. Due to the rapid growth of multirate multimedia services, there is an even increasing demand for high data rates and more reliable transmission links. In order to meet these requirements, next generation wireless communication systems must employ advanced algorithms and techniques that not only increase the data rate, but also enable the system to guarantee the quality of service (QoS) desired by the various media classes [1].

However, unlike wired medium where it is stationary and predictable, the wireless channel is random and unpredictable. As depicted in Figure 1.1, the path between the transmitter and receiver can vary from a simple line-of-sight to the one that is severely obstructed by buildings, mountains, and the like, causing shadowing and multipath propagation. The interference between these multipath propagation, also called multipath waves, which may arrive at the receiver antenna with different phase and amplitude, causing small-scale fading. Small-scale fading is the rapid change of the instantaneous signal-to-noise ratio (SNR) over a short period of time or travel distance. These wireless channel impairments can severely affect the performance of wireless communication systems [1, 2, 3, 19].
These wireless channel impairments can be compensated by various ways such as by increasing transmit power or bandwidth, applying powerful error control coding. However, power and bandwidth are scarce and expensive radio resources while applying error control coding will reduce transmission rate [14].

Multiple-input multiple-output (MIMO) antenna systems have been considered as an efficient solution to tackle these wireless channel impairments by providing significant improvement in data rate and reliability over single antenna system. In contrast to traditional wireless systems in which there is one transmitting and one receiving antenna, MIMO systems use multiple antennas at both ends of the wireless link, all operating at the same frequency and at the same time providing significant multiplexing and diversity gains. Although MIMO systems are particularly advantageous for cellular base stations (BS), they may face limitations when it comes to their deployment in mobile terminals (MT) and sensor network due to size, cost, and/or hardware limitations [14].

In such cases, creating a virtual MIMO environment where nodes can collaborate and share their antennas to form a distributed virtual MIMO antenna system
is the easiest and most promising alternative to apply [17]. This is achieved by the so called \textit{Cooperative diversity}. Cooperative diversity, which is one of the most effective ways to mitigate the fading effect of wireless channels in wireless network, is an alternative form of spatial diversity achieved through cooperative relaying [13]. Cooperative communication system, which is a new communication paradigm, is now receiving more and more attention as it can provide the advantages of MIMO communications systems like diversity without any physical antenna array [15, 16]. Recently, with the increasing demand in wireless communications the research on the cooperative diversity is absorbing a deal of attention [4].

The key idea in cooperation is to allow users to cooperate in transmitting their messages to the destination instead of operating independently and competing among each other for the common channel resources as done in conventional point-to-point networks. Consider the cooperative wireless communication system shown in Figure 1.2 where the source and relay nodes cooperate to deliver the source's data to a common destination node. All the nodes cannot simultaneously transmit and receive i.e., half-duplex. Time is considered slotted, and each source transmits in a dedicated time slot. Due to the broadcast nature of the wireless channel the relay also receives the source transmission. In the next time slot the relay may retransmit over statistically independent channel to the destination to provide redundant information; this can effectively avoid the uncertainty problem at the destination due to the spatial diversity. Spatial diversity is a powerful technique to combat the fading effect of the wireless channel [16]. However, the diversity gain is achieved at a cost of throughput as the source is not active for half of the time [1, 2, 4, 10].

\section*{1.2 Problem Statement}

Despite the fact that cooperative communication enhances the network coverage and provide reliable link, there are challenges associated with this system. In traditional half-duplex relay schemes, the price to be paid for a cooperative di-
versity is a reduction in spectral efficiency compared to a system with co-located antennas (point-to-point transmission) due to the orthogonal time slot assigned for the relay. To increase spectral efficiency, different schemes have been studied for various relay networks and user cooperative networks, e.g., network coding and quadrature signaling [4, 9, 10].

Hence, the problem is to develop cooperative diversity schemes which makes possible to utilize relay resources more efficiently to increase spectral efficiency by allowing transmission to interfere. However, this in turn requires interference mitigation techniques at the receiver, which incurs additional complexity. In this regard, this thesis focuses on investigation of the attained performance improvement using MIMO detection based interference mitigation techniques. As depicted in Figure 1.3, the common relay combines all the relayed packets from each user into one packet, when doing this operation, additional interference is brought to the relayed information in the same time, and send it to the destination during the relaying phase. This can decrease the number of transmission by the relay from two, in traditional cooperative diversity, to one over single transmission cycle. A detection based on MIMO system are used at the destination to recover the original transmission.

Figure 1.2: Basic cooperative communications system with a single relay.
1.3 Literature Review

Because of its increase in link reliability and coverage range without expending additional bandwidth and transmit power, cooperative systems have got a wide research attentions in the last few years. Some of the researches conducted on the area of cooperative diversity systems and related to this work are briefly reviewed below.

The first breakthrough to cooperative systems was made by Sendonaris, et al. [1], where they analyzed the information theoretic capacity, outage, and coverage extension of cooperative diversity. They also hinted the potential benefits of cooperation.

Because of its advantage over conventional point-to-point communications as discussed above, the relaying concept has gained great attention in recent research [2-9]. Erik G. Larsson and Branimir R. Vojcic proposed a new cooperative transmission scheme based on superposition modulation and multiuser detection [2]. It was shown that within the same complexity, it can outperform classical decode-
and-forward cooperation scheme by about 1.5-2 dB in the SNR ranges of interest. As an extension to this, the achievable capacity region of this scheme was analyzed for both amplify-and-forward (AF) and decode-and-forward (DF) and the optimal superposition weight factor was derived in [3]. However, linear superposition modulation scheme was employed which is one dimensional superposition that linearly combines the two separated modulations. This brings additional interference to the local information in the same time and can degrade the system performance.

For a three node cooperative system, [4, 10] proposed a cooperative diversity scheme based on *orthogonal signaling*, where user’s own and its partner’s information are modulated to the in-phase and quadrature components of the QPSK signal constellation. In [4], the authors are concerned with fixed DF relaying instead of selection relaying, employing symbol-by-symbol detection without cyclic redundancy check (CRC) in the partner. Therefore, the diversity gain may be lost when the quality of inter-user channel is not good enough, and the performance may be even worse than that of the non-cooperative scheme under the same power and bandwidth consumption. As an extension to this, in [10], each user transmits its message frame-by-frame and selection DF relaying is adopted, where the user forwards the partner’s message only if it has correctly decoded the message checked through CRC.

[5] proposed a network coding approach to a three-node cooperative diversity that makes an efficient use of resources. The authors considered two partners; cooperating in transmitting information to a single destination; each partner transmits both locally-generated information and relayed information that originated at the other partner. Even though this scheme provides substantial coding gain, it requires a higher inter user channel quality.

In [8], Rui Lin, et al., have proposed a cooperative transmission scheme for a MARC wireless network. At the common relay the data streams from both users are always decoded, interleaved and re-encoded regardless of their correctness.
It was shown that; the proposed scheme reduces the performance gap between different users having different channel conditions without degrading the performance of the user having good channel conditions. However, the diversity gain may be lost when the quality of source-relay channel is not good enough.

In [11], the authors propose joint network-channel coding for the MARC and investigate the system performance based on bit error rate (BER). Whether the two user’s data are decoded without errors at the relay, the estimates of the information bits are jointly combined to form the network code bits and sent to the destination to provide additional error protection. But this can result in error propagation whenever the source-relay channels’ quality is poor and can degrade the system performance. In [9], the authors analyzed the performance of MARC with network coding and non-ideal source-relay channels in the form of outage probability and coverage area. To avoid error propagation, the relay forwards the network-coded message only when both messages are correctly decoded and they analyze the performance in the form of outage probability and coverage area.

In the following section we will look at the difference between the above discussed literatures and this thesis work.

### 1.4 Contributions

In all the literatures seen so far in Section 1.3, cooperative communication has been investigated at various levels. However, some of the differences in the previous work and the current work are underlined in the following points.

- In this thesis, MIMO detection model for MARC which enables the receiver to jointly detect the source and relay transmissions are proposed. In MARC, multiple sources (two in our case) transmit to a common destination with the assistance of a single relay. The proposed scheme provide better diversity, since the detection techniques allow the relay to send data if at least either of the two source data are correctly decoded and the destination combine the direct and relay transmission before decoding/ making
hard decision. This enables if either of the two direct transmissions failed there will be a high probability that the incorrect symbol will be corrected by the signal from the relay when jointly detected at the destination and we believe such considerations were missing from previous work.

- The performance is analyzed and compared with different existing schemes in the form of BER. Simulation results show that the proposed model achieve better performance.

- The effect of the source-relay channel quality on the system performance is also investigated by setting different relay position and this is another major contribution of this thesis. Simulation results show that the average BER degrades when the relay located between source and destination, which attributes to the increase of the probability that the relay participates in cooperation and thereby improves the system performance.

1.5 Objective of the Thesis

1.5.1 General Objective

In general, the objective of this thesis is to study the performance of shared relay-based cooperative transmission protocols with multi-user interference detection schemes.

1.5.2 Specific Objectives

Specifically; the aim of this thesis is to:

- Study various cooperative protocols and signal combining techniques at relaying node.

- Review the conventional MIMO signal detection schemes and analyze their role in wireless network.

- Propose how existing MIMO detection techniques can be used in MARC cooperative transmission protocols.
• Evaluate and compare the BER performance and throughput enhancement of the proposed scheme.

1.6 Outline of the Thesis

In this thesis, conventional MIMO detection algorithms, i.e., linear and non-linear, are proposed and investigated based on their performance for a four node cooperative wireless communication. In addition, the performance of proposed system is compared with existing cooperative schemes considering variable relay position. The detailed outline are as follows.

• Chapter 2 discuses the conventional MIMO system model. It then introduce conventional MIMO signal detection algorithm.

• In Chapter 3, we introduce cooperative communications including the most commonly used cooperation strategy and describe the benefits that it holds for wireless networks. We then describe the proposed system model of this thesis.

• In chapter 4, a detailed investigation on the combining and detection techniques used in the thesis is provided.

• In Chapter 5, a simulation results of the system model considered in chapters three and four is provided. The simulation results are BER versus SNR characteristics, which are used to compare performance of the proposed model.

• Finally, in Chapter 6, we conclude based on the results obtained and recommendations to future works are given.

1.7 Notations Used in the Thesis

Throughout the thesis, the following notations are used. Matrices are represented by boldface and italic capital letters; vectors by boldface, italic lower case letters. The superscripts \((.)^T\), \((.)^H\) and \((.)^+\) stand for transpose, conjugate transpose and
pseudo-inverse respectively. $h_{i,j}$ stands for entry in the $i^{th}$ row and $j^{th}$ column of the matrix $H$, and $b_i$ for the $i^{th}$ entry of vector $b$. Likewise, $I_N$ denotes the NxN identity matrices.
Chapter 2

Multiple-Input Multiple-Output Detection Techniques

2.1 Introduction

In the previous chapter, introduction and literature review of works related to cooperative communication systems were briefly discussed. In this chapter, as one of the possible mitigation techniques of fading, a brief review of MIMO detection algorithms, spatial diversity (SD), and spatial multiplexing (SM) are presented.

The chapter is organized as follows. In Section 2.2 general description of MIMO system model and brief discussion of its operation principle are made; Sections 2.3 and 2.4 introduce linear MIMO detection techniques. Finally, in Section 2.5 nonlinear MIMO detection techniques are discussed briefly.

2.2 MIMO System Model

MIMO wireless antenna systems have been recognized as a key technology for future wireless communications [25]. MIMO systems were introduced in order to enhance the performance of the wireless communications systems to provide robustness, high data rates, and reliability by combatting the channel fading with the use of multiple antennas [20, 21, 22]. MIMO systems provide redundancy
through the multiple independent fading channels, which are created between the transmitting and the receiving antennas.

Figure 2.1 shows a schematic diagram of a typical MIMO system with $N_t$ transmitting antennas and $N_r$ receiving antennas [22]. In such system, a signal can be carried through the $N_t \times N_r$ different independent channels that exist between the transmitter and the receiver.

In the Figure $h_{i,j}$ represents the fading channel between the $j^{th}$ transmitting antenna and the $i^{th}$ receiving antenna. Since the signals from all the transmit antennas are sent at the same carrier frequency, the $i^{th}$ receive antenna will not only receive signals from the $j^{th}$ transmit antenna, but also from all the $N_t$ transmitters and this can be written as in the following equation.

$$y_i = \sum_{j=1}^{N_t} h_{i,j} x_j + n_i$$  \hspace{1cm} (2.1)

In general, the received baseband signal can be model as [21].

$$y = Hx + n$$  \hspace{1cm} (2.2)
where $y \in \mathbb{C}^{N_r \times 1}$ and $x$ denotes the received complex signal vector whose element can be defined by, $y = \begin{bmatrix} y_1 & y_2 & \ldots & y_{N_r} \end{bmatrix}^T$ and an $N_t \times 1$ transmitted data vector, respectively. Furthermore, $n$ is an $N_r \times 1$ noise vector with each entry is a complex Gaussian noise with zero mean and a variance of $2\sigma^2$, and $H \in \mathbb{C}^{N_r \times N_t}$ is complex MIMO channel coefficients matrix defined by,

$$H = \begin{bmatrix}
  h_{1,1}, & h_{1,2}, & \ldots, & h_{1,N_t} \\
  h_{2,1}, & h_{2,2}, & \ldots, & h_{2,N_t} \\
  \vdots & \vdots & \ddots & \vdots \\
  h_{N_r,1}, & h_{N_r,2}, & \ldots, & h_{N_r,N_t}
\end{bmatrix} \quad (2.3)$$

in which $h_{i,j}$ denotes the fading coefficient.

### 2.2.1 Spatial Diversity

Spatial diversity is a technique to fight against signal fading. If a radio signal is received through one channel in a deep fading environment, then there is a possibility of losing that signal. Diversity technique is required to improve system performance in the presence of fading channels. In this technique, signals are transmitted and received through a number of channels instead of only one channel. The main idea behind diversity is that when several copies of the same signals are passed through different channels there is high probability that some signals will undergo deep fading while the others may not, since each signal pass through different physical channels or paths. When these signals reach the receiver, there will be significant amount of energy to make a decision that what was actually sent. From Figure 2.1, we can use the whole antenna at the transmitter to send same data, as far as the transmitting antenna are separated far enough from each other, the transmitted data can experience different fading.
2.2.2 Spatial Multiplexing

Spatial multiplexing is a technique used to increase data rates in wireless communications by transmitting independent data streams on the different antennas and over the same frequency band simultaneously. This is achieved by dividing the data stream and transmitting it through multiple independent fading channels. As can be seen from Figure 2.1, the whole transmitting antenna can be used to send different data stream. This can increase the data transmission rate at the price of increasing computational complexity at the receiver.

2.3 MIMO Detectors

As it has been discussed previously, the enriched capacity of the MIMO systems is a consequence of the fact that different signals are transmitted from different antennas at the same time slot sharing the same frequency band. However, since these transmitted signals travel through the wireless channel where they are linearly superimposed, the receiver must properly separate the signals. Such an operation is called signal detection, almost entirely determines achievable performance, and therefore it has been one of the most important issues in a multi-antenna system design. Many algorithms have been proposed in the literature to implement efficient and less complex MIMO receivers which are broadly classified into linear and non-linear detection techniques [21-24]. This section reviews some of the conventional MIMO signal detection algorithms assuming perfect CSI at the receiver.

2.3.1 Linear Detection Schemes

In linear signal detection algorithm all the transmitted signals are treated as an interference except for the desired signal from the target transmit antenna. The interference signals from all other transmit antennas are minimized or nullified in the course of detecting the desired signal from the target transmit antenna. The linear detector takes the received vector $y$ and multiply it by a filter matrix $G$ which is obtained from channel matrix $H$ and then followed by parallel decision
on all layers as shown in the block diagram of Figure 2.2 [22]. Mathematically, using the narrowband system Equation (2.2), the output of the detector \( x_{\text{est}} \) can be expressed as:

\[
x_{\text{est}} = G y = G(H x + n)
\]  

(2.4)

where \( G \) is the filter matrix obtained from the channel matrix \( H \) and \( y \) is the received data vector. Depending on the design of the filter matrix \( G \), linear detectors are further grouped into Zero Forcing (ZF) and Minimum Mean Square Error (MMSE) methods which are illustrated below.

![Block diagram of linear detections schemes.](image)

2.3.1.1 Zero Forcing

It is a simple linear detector in which the mutual interference among the layers is perfectly suppressed. This is accomplished by the filter matrix \( G \) chosen to totally eliminate inter-stream interference in \( x_{\text{est}} \) which is given in the following equation.

\[
G = G_{ZF} = H^+ = (H^H H)^{-1} H^H
\]  

(2.5)

Where \((.)^+\) represents a pseudo-inverse and \((.)^H\) is the Hermitian transpose operator [19, 22]. Thus, the solution of the ZF is given by:

\[
x_{\text{est}} = G_{ZF} y = x + G_{ZF} n = x + w
\]  

(2.6)

which is the transmitted data vector \( x \) corrupted by the transformed noise \( w = G_{ZF} n \). This means that, the interference caused by the channel \( H \) is completely removed or forced to zero. As can be seen from (2.6), the ZF detector suffers from noise enhancement, especially in the lower SNR range, as it tries to completely
null out the interference. The decision step consists of mapping each element of
the filter output vector to the nearest constellation point by minimum distance
quantization.

## 2.3.1.2 Minimum Mean Square Error

The MMSE detection method estimates the transmitted vector $x_{est}$ by mini-
mizing the mean squared error between the actually transmitted symbol vector
and the output of the linear detector. The MMSE receiver suppresses both the
interference and noise components whereas the ZF receiver removes only the in-
terference components. Hence, MMSE is superior to ZF detection in the presence
of noise due to mitigating the noise enhancement [19]. The objective function of
the MMSE MIMO detector can be derived as follow. The error between $x$ and
$x_{est}$ can be given by

$$
e_{min} = x - x_{est} \quad (2.7)$$

Then the mean square error can be given by

$$\epsilon = E||e_{min}(e_{min})^H|| \quad (2.8)$$

From the principle of orthogonality,

$$E||e_{min}(y)^H|| = E||(x - G_{MMSE}(y))(y)^H|| = 0 \quad (2.9)$$

Substituting for $y = Hx + n$ and solving for for filtering matrix $G$, leads to the
MMSE solution matrix given by [21, 22, 23]

$$G = G_{MMSE} = (H^H H + \sigma^2 I)^{-1}H^H \quad (2.10)$$

where, $\sigma^2 = 1/SNR$ and $I = N_t x N_t$, identity matrix. Hence, the solution of the
MMSE is given by:

$$x_{est} = G_{MMSE}(y) \quad (2.11)$$

where, $x_{est}$ minimize the mean square error between transmitted and received
data vector. From the MMSE solution matrix given in Equation (2.10) it can be
observed that, at higher SNR values, i.e $\sigma \Rightarrow 0$, it is very close to the pseudo
inverse of $H$ matrix, which is the ZF. On the other hand, for lower SNR values,
the solution is close to the $H^H$, which is the Maximum Ratio Combination (MRC) or matched filtering. The MMSE method performs better than the ZF method by incorporating the noise term in its filter design.

2.3.2 Non-linear Detection Schemes

The linear detection schemes described earlier are viable in the sense of bit error rate (BER), but superior performance can be obtained by applying non-linear detection schemes. This section briefly reviews two of the non-linear schemes; namely, Maximum Likelihood (ML) and Successive Interference Cancellation (SIC) MIMO signal detection algorithms.

2.3.2.1 Maximum Likelihood Signal Detector

The ML detector performs optimum vector decoding and is optimal in the sense of minimizing the error probability [19]. This can be considered as the minimization of the squared Euclidean distance, where the received vector $y$ is compared with the entire possible transmitted vector (which is modified by the channel $H$). Mathematically, the idea is to find a vector $x_k$ for which the conditional probability $P(x_k/y)$ is maximized (with $1 \leq k \leq D$), where $D$ denotes the ensemble of the possible transmitted vectors. Considering, a MIMO system with $(N_t, N_r)$ antenna configuration and employing $A$-point constellation, $D = A^{N_t}$.

Using Baye’s theorem, the probability density of the maximum a posteriori (MAP) equation $P(x_k/y)$ can be written as [37]:

$$P(x_k/y) = \frac{P(y/x_k)P(x_k)}{P(y)} \quad (2.12)$$

where, $P(y/x_k)$ is the conditional probability density function (pdf) of the received vector $y$, given that $x_k$ is transmitted vector, $P(x_k)$ is the probability of the $k^{th}$ transmit vector. Consequently, finding the vector that maximizes $P(x_k/y)$ is equivalent to finding the vector that maximizes $P(y/x_k)$. Thus, MAP transforms to maximum likelihood probability. Equation (2.12) can be manipulated
further and results in the maximum likelihood solution given below.

$$x_{est} = \arg\min_{x_k \in D} ||y - Hx_k||^2$$

(2.13)

Where \(D = A^{N_t}\) denotes the set of all possible transmitted data vectors and the minimization is performed over all possibly transmitted data vector \(x_k\).

Finding the maximum of the conditional probability, leads to minimization of symbol error, the ML is optimal in its error rate performance and it chooses the transmit symbol vector which minimizes the Euclidean norm between the received signal and all possible combinations of constellations from multiple antennas. The search space increases exponentially with number of antennas and the constellation size, it is computationally complex.

### 2.3.2.2 Successive Interference Cancellation Detection

The SIC is a non-linear MIMO detection scheme in which a linear detector is used to decode a stream and subtract it off from the received vector and detect the next stream and this process continues till all the data streams are detected. That is, the interference of the already detected signals is subtracted from the received signal \(y\) before detecting the remaining signals. Thus, at each stage the number of interfering streams decreases. In this section SIC based on V-BLAST (Vertical Bell Labs Layered Space Time) approach is analyzed.

- **V-BLAST Detection**

V-BLAST MIMO architecture uses ZF or MMSE algorithms iteratively to perform symbol estimation [19]. In general, V-BLAST detection method involves, first determining filter matrix \(G\) for ZF-based V-BLAST or MMSE-based V-BLAST then choosing the best channel based on post SNR or post signal-to-interference-plus-noise ratio (SINR), respectively. We need to utilize an ordering strategy in the V-BLAST system to combat the error propagation. An error in decoding the \(k^{th}\) data stream means that the subtracted signal is incorrect and this error propagates to all the streams further down. The order in which the streams are detected in the SIC impacts the performance as it might lead to error
propagation. Ordering is a method of easing the error propagation by sorting the order of the streams being detected based on SNR or SINR. Streams with higher post detection SNR or SINR may have lower error probabilities, thus processing these streams at earlier stages lead to less errors. The estimation errors of the different layers in the first detection step correspond to the diagonal elements of the error covariance matrix, which is equivalent to the covariance matrix of the noise after the filter, given by,

\[ \phi_{ZF} = E[(\mathbf{x}_{est} - \mathbf{x})(\mathbf{x}_{est} - \mathbf{x})^H] = \sigma^2(H^H \mathbf{H})^{-1} \]  

\[ \phi_{MMSE} = E[(\mathbf{x}_{est} - \mathbf{x})(\mathbf{x}_{est} - \mathbf{x})^H] = \sigma^2(H^H \mathbf{H} + \sigma^2 \mathbf{I}_N)^{-1} \]  

Then, the corresponding element of \( \mathbf{x} \) is estimated and an estimate of the interference contributed by this data stream is calculated and subtracted from the received signal. The main drawback of the V-BLAST detection algorithms lies in the computational complexity, as it requires multiple calculations of the filter matrix [26]. The interference cancelled output signal is then used to detect the next strongest signal as illustrated in the following flow chart of Figure 2.4. The ZF V-BLAST scheme is an ordered SIC, which use ZF filter for detecting the streams and the ordering is based on the maximum post detection SNR using the error covariance matrix, \( \sigma^2(H^H \mathbf{H})^{-1} \).

The MMSE V-BLAST is an ordered SIC, in which the MMSE filter is used for detecting the streams and the ordering is based on the maximum post detection SINR. The stream which corresponds to the minimum value in the main diagonal of the error covariance matrix, \( \sigma^2(H^H \mathbf{H} + \sigma^2 \mathbf{I}_N)^{-1} \) is detected first and the effect of that stream is removed from the received signal and process is iterated to get all streams [26]. In general, the V-BLAST detection method can be generalized with the following iterative steps:

1. Determine filter matrix \( \mathbf{G} \) based on Equation (2.5) or (2.10) for ZF based V-BLAST or MMSE based V-BLAST respectively.

2. Choose the best channel based on post SNR or post SINR for ZF V-BLAST or MMSE V-BLAST, respectively. This can be known from error covariance
matrices of Equation (2.14) or (2.15).

3. Estimate the corresponding element of \( x \) using the \( i^{th} \) row of filter matrix \( G \) as a nulling vector to get the corresponding element of \( x_{est} \) (assuming that \( i \) corresponds to the row of the error covariance matrices with minimum main diagonal element).

4. Map \( x_{est} \) to the nearest constellation point using minimum distance quantization.

Figure 2.3: Illustration of V-BLAST detection process with MMSE and ZF detections.
5. Cancel the interference of the estimated data stream from the received signal vector $y$.

$$y_{t-1} = y - [H]_i x_{est} \quad (2.16)$$

Where $[H]_i$ is $i^{th}$ column of the channel matrix.

6. Go back to step one, but now by deleting the $i^{th}$ column of the channel matrix $H$ which corresponds to the already detected symbol and replace $y$ by $y_{t-1}$.

Assuming correct previous decision at each layer, for the V-BLAST method, the diversity order of the stream increases in each stage and it is lower bounded by their corresponding diversity order obtained without interference cancellation $N_r - N_t + 1$. 
Chapter 3

Cooperative Communication

3.1 Introduction

Wireless communications is currently a highly demanded communication technology that is most functional in terms of mobile access. Since its inception, it has gone through lots of developmental phases to meet the ever increasing needs of its wide range of applications. The multipath fading, shadowing, and path loss effects of wireless channels are the biggest challenges in the history of wireless communications which has induced considerable research for possible solutions. These effects cause random variations of channel quality in time, frequency, and space that make conventional wireline communication techniques too difficult to employ in the wireless environment. Hence, acquiring a high data rate, quality and reliable transmission, and coverage area over error prone wireless channel is a key ingredient for a wireless system designer.

The use of diversity technology highly improves the performance of wireless communications as it gives the signals a separate fading path during transmission to exploit diversity in different channel dimensions, such as time, frequency, and space, and hence achieve diversity gains. In particular, advances in the theory of MIMO systems have made it desirable to equip modern wireless transceivers with multiple antennas in order to achieve spatial diversity gains. MIMO system can overcome the limitations of wireless channels by providing diversity. Diversity
is an effective methodology for mitigating the impairment of a wireless network, which generally requires more than one antenna at the transceiver. As majority of the wireless devices (i.e., mobile handsets, sensor network, etc) are limited to only one antenna, especially due to hardware constraints, size and cost factors; cooperative communication can be utilized in order to generate diversity, increase system capacity and/or coverage area by communicating over a larger distance or around obstacles. The concept of cooperative communications is to exploit the broadcast nature of wireless networks where the neighbouring nodes overhear the source’s signals and relay the information to the destination. Cooperation enables single antenna wireless terminal (cellular networks, sensor network and wireless ad hoc networks) to enjoy the spatial diversity benefit of MIMO. Hence, the key advantage of cooperation is that it enables a wireless network of relatively simple, inexpensive, single antenna devices to achieve the spatial diversity advantages of physical antenna arrays. Cooperative transmission provide a simple and effective way to achieve diversity gain for portable devices in wireless communication environment [6].

In this chapter, we examine cooperative diversity in fading wireless network, as it is an alternative solution to combat deleterious effect of fading. We will see that, cooperative diversity can improve outage performance in error prone wireless channel. In general this chapter will describe the common cooperative transmission protocols and the system model.

3.2 Principle of Cooperative Communication

The key idea behind cooperative communication is to allow users to help each other in transmitting each others’ messages to the destination instead of operating independently and competing among each other for the common channel resources as done in conventional cellular networks. That is, one user overhears the partner transmission and then forward the received signal (using either amplify-and-forward or decode-and-forward) over statistically independent channel to the destination. As the same signals are transmitted to the destination over two
independently fading channels, this can overcame the problems of fading at the receiver. Multiple copies of the transmitted signals due to the cooperation among users result in a new kind of diversity, i.e., cooperative diversity, that can improve the reliability of the transmission. It has been shown that cooperative communications provide diversity gains in systems with limited numbers of transmit antennas through the use of relay nodes [8].

3.2.1 Three-node Cooperative Communication

A three node wireless relay system is depicted on Figure 3.1, where S is the information source, the destination D is the information sink and the relay R is assisting the communication between S and D. Each mobile terminal has one antenna and cannot individually generate spatial diversity. However, it may be possible for one mobile to receive the other, in which case it can forward the overheard information. Because the fading paths from two mobiles are statistically independent, this can generates spatial diversity.

For a three node cooperative systems based on time division multiplexing [13, 18], the available time slots for each user (i.e., source and relay) are divided into two sub-slots: one for the direct and the other for the relayed transmission. The cooperative diversity gain usually comes at the price of decreasing bandwidth efficiency as the source is not active for half of the time. How to utilize the bandwidth more efficiently while maintaining the cooperative gain becomes an important system design issue. Several cooperative diversity systems based on various techniques, such as code superposition [5, 9, 11, 12, 31, 33], superposition modulation [2, 3, 7, 8] and quadrature modulation [4, 10, 32] have been proposed and analyzed. Due to the implementation simplicity and high bandwidth efficiency, quadrature modulation seems to be an attractive solution for practical applications[10].
3.2.2 Four-node Cooperative Communication

In this work in order to recover some of the throughput loss, still maintaining the diversity benefit, we have proposed MARC with MIMO detection at the receiver. MARC model not only provide reliable link but also improves the spectral efficiency of mobile radio networks [30]. A four node wireless relay system is depicted on Figure 3.2, where \( S_1 \) and \( S_2 \) are the information source, the destination \( D \) is the information sink and the common relay \( R \) is assisting the communication between the two sources and destination. Each mobile terminal has one antenna and cannot individually generate spatial diversity. An example of MARC is the cooperative uplink of two mobile stations with the assistance of a common relay to the base station in a cellular communication system.

As depicted in Figure 3.2, the common relay supports both sources in their transmission to the destination. After receiving the signals sent from each source, the relays forwards these information to the destination. The end-to-end transmission is clearly divided into two separate stages in the time domain: broadcasting and relaying phase. In the broadcasting phase, i.e., broadcasting channel as seen from the source’s viewpoint, all the receiving terminals, the relays and destina-
Figure 3.2: Multiple access relay channel with sources ‘S₁’ and ‘S₂’, relay ‘R’, and destination ‘D’

In the broadcasting phase, the broadcasting phase is further divided into two time slots. In the 1st time slot, S₁ sends (broadcast) information to its destination, and the information is also received by the relay (due to broadcast nature of wireless channel) at the same time.

In the 2nd time slot, S₂ broadcasts information to its destination and relay. In the relaying phase, the relay forwards the superimposed message, instead of two separate messages, still maintaining the diversity benefit, to the destination according to the implemented protocol. Thus, a network with this protocol transmits one packet from each user over three time slots. In the conventional MARC, the relay would have transmitted each message independently, so that two orthogonal channels were required for relaying and four orthogonal channels for one cycle.

In order to get the maximum possible diversity gain, at the destination we have developed a MIMO detection model which enable us to jointly detect all the received signals.

During the broadcasting phase, the received signals at the destination and relay $y_{S₁D}$, $y_{S₁R}$, $y_{S₂D}$ and $y_{S₂R}$ due to $S₁$ and $S₂$, respectively, can be written as [18]:

$$y_{S₁D} = h_{S₁D}x_{S₁}(t) + n_{S₁D}$$

(3.1)
\[ y_{S1R} = h_{S1R}x_{S1}(t) + n_{S1R} \]  
\[ y_{S2D} = h_{S2D}x_{S2}(t) + n_{S2D} \]  
\[ y_{S2R} = h_{S2R}x_{S2}(t) + n_{S2R} \]  

Where, \( x_{S1}(t) \) and \( x_{S2}(t) \) are the transmitted information symbols, and \( n_{S1D} \), \( n_{S1R} \), and \( n_{S2D} \), and \( n_{S2R} \) are additive white Gaussian noise. Whereas, \( h_{S1D} \), \( h_{S1R} \) and \( h_{S2D} \), and \( h_{S2R} \) are the fading coefficient between the source and the relay and destination, and are modeled as quasi static raleigh flat fading channel. It includes channel gain which is related to distance according to \( 1/d^v \), where \( v \) is the path-loss exponent. The distances between nodes (\( S_n - D \), \( S_n - R \) and \( R-D \)) are normalized against the longest distance, \( d_{S_n-D}^{max} \), among all the distances so that \( d_{S_n-D}^{max} = 1 \).

For a distance \( d \), between the source and destination, the channel mean power of the source-to-destination link is \( \rho_{SD} = d^{-v} \) where the path-loss exponent \( v = 3 \) corresponds to a typical non line-of-sight propagation. Then, \( \rho_{SR} = (d_{SR})^{-v} \) and \( \rho_{RD} = (d_{RD})^{-v} \) are the channel mean powers of the source-to-relay and relay-to-destination links, respectively.

In the relaying phase, the relay forwards a processed version of the source’s signal to the destination, and this can be modeled as:

\[ y_{rd} = h_{rd}f(y_{s1r}, y_{s2r}) + n_{rd} \]  

Where the function \( f(\cdot) \) depends on the processing scheme implemented at the relay node, i.e., amplify-and-forward or decode-and-forward.

### 3.3 Cooperative Relaying Protocols

The main idea behind cooperative communications is how the relay processes the source’s signals, also called relaying protocol or processing mode at relays, and the destination combined with the direct transmission to provide full diversity. Recently, many efforts have also been focused on design of cooperative diversity.
protocols in order to combat the effects of fading in wireless channels. This section will describe a variety of cooperative transmission strategies. These strategies employ different types of processing by the relay terminals.

### 3.3.1 Amplify-and-forward

In amplify-and-forward (AF) relaying strategies, the relay scales the received signal and retransmits it to the destination. At the destination, the direct and relayed signal are combined to provide diversity gain, which can mitigate the rapid fluctuation of instantaneous signal to noise ratio. In the AF cooperation systems, the relay amplifies not only the received signal, but also the noise, which affect system performance and is the main drawback of this protocol.

### 3.3.2 Decode-and-forward

With the decode-and-forward (DF) technique, the relay decodes the source’s message, re-encodes and forwards it to the destination. Erroneous frames are not relayed since it would break down the performance at destination, but successfully decoded frames are re-encoded and forwarded to the destination. The destination receives the relayed signal and combines it with the direct path to provide diversity gain. Based on the level of adaptiveness to decoding errors, the relay can be operated either in a static/fixed or adaptive mode [9].

#### 3.3.2.1 Fixed Protocols

In static mode, the relay decodes the messages received from the source and re-encode without checking their correct reception. Therefore, the diversity gain may be lost when the quality of source-relay channel is not good enough, and the performance may be even worse than that of the non-cooperative scheme under the same power and bandwidth [9]. The drawback of this approach is error propagation.
3.3.2.2 Adaptive Protocols

In adaptive mode, in order to avoid error propagation, the relay forwards the source message only if it has correctly decoded the message checked through CRC. If this is not the case, the relay remains silent. This technique provides more diversity gain at the expense of device complexity [4, 8, 9].

In the next chapter these relaying protocols are used to develop MIMO model for MARC cooperative communication, which enable the receiver to jointly detect the source and relay transmission. Joint detection allows the receiver to combine the source and relay transmission before making hard decision.
Chapter 4

Combining Techniques and Channel Model for Cooperative Diversity

This chapter discusses MIMO channel model of the proposed MARC cooperative wireless communication network that take into account system implementation constraints, such as orthogonal transmission. The orthogonal transmission constraint allows for the model to be easily integrated into existing networks. As discussed in the previous chapter, time division multiple-access (TDMA) with three timeslots are used to achieve the orthogonality.

Cooperative communication enables a single antenna terminal to enjoy spatial diversity gain through virtual antenna array. However, this gain is achieved at a cost of throughput. In order to recover some of the throughput loss, numerous schemes have been proposed in the literature. As an example MARC has been proposed in recent papers as a means to achieve diversity gain in wireless networks, at the same time reducing the number of transmissions by a relay node. In MARC, multiple sources transmit to a common destination with the assistance of a single relay as depicted in Figure 4.1. The chapter is organized as follows. Sections 4.1 discuss the combining scheme employed by the relay while in Section 4.2 MIMO channel model of the proposed system are discussed.
a) Overview of processing at the relay AF-based superposition.

b) Overview of processing at the relay DF-based superposition.

Figure 4.1: Two-source common relay and destination system model.
4.1 Relaying Techniques

In this section various data merging schemes employed by relay are discussed. In conventional relaying schemes, the relay supports only one source at a time. On the other hand, in MARC, the relay supports multiple sources simultaneously. As depicted Figure 4.1, the relay transmits superimposed signals, received from the two users. This superposition can be performed in the code domain by a binary XOR operation [9, 12] or in the modulation domain by superposition modulations [2, 4, 8, 10]. The following sections discuss these two techniques in detail.

4.1.1 Superposition Modulation

It is cooperation scheme which allocate the source information to orthogonal axis, and generate a constellation similar with QPSK. This is achieved by transmitting in the in-phase and quadrature components of a phase shift keying modulation scheme. Many superposition strategies based on the relay channel have been proposed in the literature. In general, superposition modulation can be done in two categories: DF-based superposition and AF-based superposition.

4.1.1.1 AF-based Superposition

In this method the relay receives the signals transmitted by each source node and amplifies them in their noisy form (without performing any sort of decoding) to compensate the attenuation suffered in the source-to-relay links as shown in Figure 4.1(a). In doing so the noise in the signal is amplified as well, this is the main downfall of this protocol. The relay amplifies, combines and retransmit the users data using techniques known as orthogonal superposition modulation to the destination. This orthogonal superposition modulation can be considered as re-mapping the two users’ data onto the in-phase and quadrature axes of an \( M^2 \)-QAM constellation, for each M-PAM constellation. Although the noise is amplified by the relay, the cooperation has been made at the destination by combining two independently faded signals resulting from source and relay. Hence, second order diversity can be achieved.
The power of the incoming signal from source at the relay \( y_{snr} = h_{snr} x_{sn}(t) + n_{snr} \), for \( n = 1, 2 \), can be given by:

\[
E ||y_{snr}||^2 = E ||h_{snr}||^2 E ||x_{sn}(t)||^2 + E ||n_{snr}||^2
\] (4.1)

To send the data with the same power as the source power, the common relay has to use a gain of [18]:

\[
\beta_1 = \sqrt{\frac{p}{p ||h_{s1r}||^2 + N_o}}
\] (4.2)

\[
\beta_2 = \sqrt{\frac{p}{p ||h_{s2r}||^2 + N_o}}
\] (4.3)

Where \( \beta_1 \) and \( \beta_2 \) are scaling or amplifying factor for source one and two respectively and \( p \) is transmitted signal power and \( N_o \) is the noise power. Hence, the relayed user data can be given by the following equation [4].

\[
x_{rd} = \frac{1}{\sqrt{2}} (\beta_1 y_{s1r} + j \beta_2 y_{s2r})
\] (4.4)

Where, \( y_{s1r} \) and \( y_{s2r} \) are user one’s and user two’s data received at the relay respectively.

### 4.1.1.2 DF-based Superposition

In this scheme, the relay decodes, re-encodes, modulates, and combines the two user data using orthogonal superposition modulation and transmits to the destination as shown in Figure 4.1(b). Due to the error propagation, the potentially wrongly decoded message at the relay can significantly degrade the system performance. Hence, the relays only assist direct communications if the signal from the source is correctly decoded. The detection of decoding errors is implemented by appending a frame check sequence (FCS), generated by a CRC code, to the transmitted information bits. With this assumption on the perfect capability of decoding by CRC, the relay can be considered as selective DF. The relayed user data can be given by the following expression.

\[
x_{rd} = \frac{1}{\sqrt{2}} (x_{s1r} + j x_{s2r})
\] (4.5)

Where \( x_{s1r} \) and \( x_{s2r} \) are the relayed data for user one and user two, respectively.
4.1.2 Network Coding

The core notion of network coding is to allow intermediate nodes to combine data received from multiple links for subsequent transmission. In a network-coding-based realization of MARC, as shown in Figure 4.2, the relay forwards a network-coded message instead of two separate messages, still maintaining the diversity benefit [8, 9, 11]. Because the relay needs to combine the users’ re-encoded packets, DF is used such schemes [8]. In order to avoid error propagation, the relay may checks whether or not all the decoded packets are correct. It drops incorrectly decoded user packets and combines the remaining packets if more than one user’s packet is successfully decoded.

Figure 4.2: Network Coding-based realization of MARC.

In Figure 4.2, the relay forwards \( x_r = x_{s1} \oplus x_{s2} \), where the modulo-2 summation implements the network coding. In the conventional MARC the relay would have transmitted \( x_{s1} \) and \( x_{s2} \) independently; hence, two orthogonal channels were required. At the destination, users data can be recovered from either the direct transmission or by further network coding [9], e.g. \( x_{s1} = x_r \oplus x_{s2} = (x_{s1} \oplus x_{s2}) \oplus x_{s2} \). The same operation can be done to recover the message from source 2. Hence, one bit less has to be transmitted and we can therefore save one channel use. As explained before, in our proposed system, the destination combines the source
and relay transmission before making decision on the transmitted signal, this can improve the system performance.

### 4.2 Cooperative-MIMO Channel Model

This section develop the MIMO channel model of the system. An overview about the process at the destination is given in Figure 4.1. The destination is avail of three observations, two coming directly from the sources and one coming from the relay. The receiver employs MIMO detection to jointly detect the three observations and get the maximum diversity gain. The MIMO channel model of the proposed system for both combining techniques, namely amplify-and-forward and decode-and-forward, can be described as follow:

#### 4.2.1 Channel Model for Amplify-and-forward

During amplify-and-forward, the signal received at the destination from relay for one complete cycle can be given by the following mathematical expression.

$$
y_{rd} = h_{rd}(\beta_1 y_{s1r} + j\beta_2 y_{s2r}) + n_{rd} \quad (4.6)
$$

From Equation 3.2 and 3.4, $y_{s1r} = h_{s1r}x_{s1}(t) + n_{s1r}$ and $y_{s2r} = h_{s2r}x_{s2}(t) + n_{s2r}$ are the signal received from user one and two at the relay respectively. Substituting for $y_{s1r}$ and $y_{s2r}$, $y_{rd}$ can be written as

- $y_{rd} = h_{rd}\beta_1(h_{s1r}x_{s1}(t) + n_{s1r}) + j\beta_2(h_{s2r}x_{s2}(t) + n_{s2r}) + n_{rd}$
- $y_{rd} = h_{rd}h_{s1r}\beta_1x_{s1}(t) + jh_{rd}h_{s2r}\beta_2x_{s2}(t) + h_{rd}\beta_1n_{s1r} + h_{rd}\beta_2n_{s2r} + n_{rd}$
- $y_{rd} = h_{rd}h_{s1r}\beta_1x_{s1}(t) + jh_{rd}h_{s2r}\beta_2x_{s2}(t) + w$

Where $w = h_{rd}\beta_1n_{s1r} + h_{rd}\beta_2n_{s2r} + n_{rd}$ is the transformed noise, and $\beta_1$ and $\beta_2$ are the amplifying gain for user one and two respectively. Whereas, $h_{rd}$ is the channel fading coefficient between relay and destination. From Equation 3.1, 3.3 and 4.6, for amplify-and-forward relaying protocol, the simplified equivalent channel model can be given by:

$$
y = H_{s/f}x + n \quad (4.7)
$$
where \( y = \begin{bmatrix} y_{s1d} & y_{rd} & y_{s2d} \end{bmatrix}^T \) and \( x = \begin{bmatrix} x_{s1} & x_{s2} \end{bmatrix}^T \) are the received signal vector and transmitted signal vector, respectively; 
\( n = \begin{bmatrix} n_{s1d} & w & n_{s2d} \end{bmatrix}^T \) is the noise vector; and \( H_{af} \) is the 3x2 channel matrix which represent

\[
H_{af} = \begin{bmatrix}
  h_{s1d} & 0 & 
  \beta_1 h_{rd} h_{s1r} & j \beta_2 h_{rd} h_{s2r} \\
  0 & h_{s2d}
\end{bmatrix}
\]  

(4.8)

4.2.2 Channel Model for Decode-and-forward

From Equation (4.5) during decode-and-forward, the signal received at the destination from the common relay for one complete cycle can be given by the following mathematical expression.

\[
Y_{rd} = h_{rd}(x_{s1} + j x_{s2}) + n_{rd}
\]

(4.9)

Thus, from Equation 3.1, 3.3 and 4.9, for the case of decode-and-forward superposition modulation, the simplified equivalent channel model can be given by:

\[
y = H_{df} x + n
\]

(4.10)

where \( y = \begin{bmatrix} y_{s1d} & y_{rd} & y_{s2d} \end{bmatrix}^T \) and \( x = \begin{bmatrix} x_{s1} & x_{s2} \end{bmatrix}^T \) are the received signal vector and transmitted signal vector, respectively;
\( n = \begin{bmatrix} n_{s1d} & n_{rd} & n_{s2d} \end{bmatrix}^T \) is the noise vector; and \( H_{df} \) is the 3x2 channel matrix which represent

\[
H_{df} = \begin{bmatrix}
  h_{s1d} & 0 \\
  h_{rd} & j h_{rd} \\
  0 & h_{s2d}
\end{bmatrix}
\]  

(4.11)

In the next chapter based on Equation (4.8) and (4.11) channel model of the proposed system, MIMO detection algorithms and transmissions protocols are compared with each other to determine, which detection results in a good performance. In a third part, the effect of the position of the relay station is presented.
Chapter 5

Simulation Results and Discussion

In this chapter, BER simulation results are presented. In the first part, it is assumed that both user (S_1 and S_2) have an equal distance from the common relay and the destination and therefore the same path loss and average SNR is assumed. With this equidistant arrangement the different detection and relaying types are compared to see their advantages and disadvantages. In the second part, S_1 is closer to both relay and destination than S_2 and therefore S_1 has less path loss and better average SNR as compared to S_2. With this asymmetric arrangement the different detection and relaying types are compared to see their advantages and disadvantages. In the third part, the location of the relay station is varied to see the effect on the performance for different locations of the relay.

In all simulations, the channel is assumed to be perfectly known at the receiver. The BER performance is obtained by averaging over 60,000 channel realizations and unless otherwise mentioned, for a packet length of 50 bits per channel realization. Figure 5.1 shows basic simulation set up for the computation of BER in proposed systems. The physical layer parameters used in simulation are given in Table 5.1.
Figure 5.1: Simulation setup.

a) Source and relay block diagram.

b) Destination block diagram.
Table 5.1: Basic simulation parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIMO Detection</td>
<td>ZF, MMSE, ML, V-BLAST.</td>
</tr>
<tr>
<td>Relay</td>
<td>Based on amplify-and-forward and decode-and-forward.</td>
</tr>
<tr>
<td>Modulation type</td>
<td>BPSK, QPSK.</td>
</tr>
<tr>
<td>Noise</td>
<td>Additive White Gaussian Noise.</td>
</tr>
<tr>
<td>Fading</td>
<td>Quasi-static Rayleigh flat fading channels.</td>
</tr>
<tr>
<td>Performance Metrics</td>
<td>BER.</td>
</tr>
<tr>
<td>Packet size</td>
<td>50 bits.</td>
</tr>
</tbody>
</table>

5.1 Results and Discussion

In this section, several numerical examples are presented to illustrate the performance of our proposed scheme. For simplicity, first we consider symmetrical network where both user suffer the same BER.

5.1.1 Symmetric Network Topology

Symmetric network topology is where the relay is positioned at an equal distance from the two sources and destination, i.e., $d_2 = d_3 = d_5$ and $d_1 = d_4 = 1$. This means that both the direct channels will have the same path loss and therefore the same average SNR.

Figure 5.2: Symmetric network topology.
5.1.1.1 Performance of Amplify-and-forward

Figure 5.3 shows the average BER characteristics of amplify-and-forward under different detection and combining techniques against SNR. To verify simulation result, analytical plots are included. It is clear to see that, simulated BER curves have captured the analytical values thereby verifying the credibility of simulation results. The closed form BER expressions for SISO in BPSK modulation are given as [38]:

$$BER_{SISO} = \frac{1}{2} \left(1 - \sqrt{\frac{SNR}{1 + SNR}}\right)$$ (5.1)

The single link transmission should demonstrate if there is any benefit at all using diversity. The first pleasant result is that whatever detection type is used, the AF diversity protocol achieves a benefit compared to the direct link. But compared to the two senders link, AF diversity protocol achieves good performance under the proposed MIMO detection.

From Figure 5.3, it can be seen that the linear detection schemes (ZF and MMSE) have the poorest performance among the MIMO detection techniques. The ZF has the poorest performance due to error amplification in its detection process and the MMSE improves this performance by suppressing the error amplification. Another reason for poor performance of the linear detection schemes is that these methods have lower diversity order. The other important point worth observing from Figure 5.3 is that the performance of the ML detection methods, which has high complexity, shows approximately the same performance as MMSE based on V-BLAST and is just about 1dB better than the one using ZF based on V-BLAST. This means that the interference introduced by the relay small and allow to achieve a comparable performance as of ML.
5.1.1.2 Performance of Decode-and-forward

The simulation results obtained by applying decode-and-forward relaying under the same detection techniques as for amplify-and-forward is shown in Figure 5.4. The first important point from Figure 5.4 is that DF diversity protocol achieves good performance under the proposed MIMO detection. This is because the joint MIMO detection allows getting maximum possible diversity gain from relayed transmission.

The next thing that attracts attention is the same performance of the nonlinear detections and the linear MMSE detection. The nonlinear detections, which are computationally complex, have no performance gain as compared to MMSE detection and therefore should not be used at all.
5.1.1.3 Amplify-and-forward versus Decode-and-Forward

Figure 5.5 and 5.6 illustrates the performance of the AF diversity protocol compared with the DF protocol. It is clear to see that the DF diversity protocol always results in a better performance than the AF protocol whatever detection type is used for higher SNR at the expense of device complexity. This is due to the presence of amplified noise in the transmitted signal with regards to the AF protocol. Recall that this protocol is based on the amplification of the signal by the relay before being sent to the receiver. This has a negative effect on the quality of the signal received at the destination due to the inclusion of noise in the amplified signal. To achieve a BER of about $10^{-3}$ the required SNR for the MMSE-DF is about 3 dB less than the one for the MMSE-AF. That is quite a remarkable benefit. In contrast to this, in lower SNR AF, which requires less computing power and time, achieves comparable performance as of DF. Therefore, it is possible to recommend that using AF for lower SNR and DF for higher SNR has big advantage to have a network of less simple and inexpensive device.
Figure 5.5: Comparative BER performance of amplify-and-forward and decode-and-forward under MIMO detection.

Figure 5.6: Comparative BER performance of amplify-and-forward and decode-and-forward under MIMO-OSIC detection.

5.1.2 Asymmetric Network Topology

For asymmetric network topology of Figure 5.7, it is assumed that $S_1$ is placed closer to the relay and destination than $S_2$ and therefore have less path loss and
better average SNR, i.e., the average channel gain of the direct and source relay link of $S_1$ is 4.6 dB and 12 dB better than that of $S_2$ respectively. With this asymmetric arrangement the different detection and relaying types are compared to see their advantages and disadvantages.

![Asymmetric network topology](image)

Figure 5.7: Asymmetric network topology.

5.1.2.1 Performance of Amplify-and-forward

Figure 5.8, shows the average BER of both user for asymmetric network topology under amplify-and-forward. We observe that, for user 1, MMSE has better performance than the ZF scheme at low SNR and has similar performance at high SNR. For user 2, both MMSE and ZF schemes maintain the same performance. Using the MMSE scheme only improves the performance of user 1 (having a better channel condition) compared to the ZF scheme at low SNR and has similar performance for high SNR while ML improves the performance of user 2 and maintains the performance of user 1 compared to both MMSE and ZF schemes.
Figure 5.8: BER performance of amplify-and-forward under asymmetric distribution and MIMO detection.

Figure 5.9, shows the performance of each user under the considered asymmetric network topology for amplify-and-forward based on V-BLAST detection. Actually the big surprise is that the performance of the V-BLAST based on MMSE methods, which are computationally complex, is just about 1dB better than the one using V-BLAST based on ZF for user 1 and maintain the same performance for user 2. This is because as it has been discussed in the previous chapter, in AF relaying protocol the relay amplifies and superimposes the two user data in their noisy form. In doing so the noise is also amplified. But for this asymmetric arrangement the effect of the interference introduced by user 1 is small since it has less path loss and therefore the transformed noise will be small.
Figure 5.9: BER performance of amplify-and-forward under asymmetric distribution and MIMO-OSIC detection.

Figure 5.10, shows the BER averaged over both users for amplify-and-forward. It is clear to see that both V-BLAST based on MMSE and V-BLAST based on ZF achieve the performance of the ML detection, which has high computational complexity. The other important point worth observing from Figure 5.10 is the performance comparison of MIMO systems with network coding and conventional MARC systems. It clearly shows that the MIMO detection outperforms the other schemes. To achieve a BER of about $10^{-3}$ the required SNR for the non linear detection is about 3dB, 5dB and 11dB less than the one for the network coding, conventional MARC and point-to-point transmission respectively. Whereas linear MIMO detection achieve about 2dB better than network coding for lower SNR and same performance for higher SNR. That is quite a remarkable benefit.

The following table shows the BER performance of AF for user two using both symmetric and asymmetric network. It can be seen that the performance of AF under asymmetric is just about more than 1dB better than the one using symmetric. That is proposed model not only improve the performance of user having a better channel condition but also user with bad channel condition.
Figure 5.10: Average BER performance of amplify-and-forward under asymmetric distribution.

Table 5.2: BER for AF relaying using symmetric and asymmetric

<table>
<thead>
<tr>
<th>SNR(dB)</th>
<th>ZF</th>
<th>MMSE</th>
<th>ML</th>
<th>ZF-OSIC</th>
<th>MMSE-OSIC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Symm</td>
<td>Asymm</td>
<td>Symm</td>
<td>Asymm</td>
<td>Symm</td>
</tr>
<tr>
<td>0</td>
<td>0.0816</td>
<td>0.0637</td>
<td>0.0637</td>
<td>0.0538</td>
<td>0.0524</td>
</tr>
<tr>
<td>2</td>
<td>0.0513</td>
<td>0.0377</td>
<td>0.0397</td>
<td>0.0319</td>
<td>0.0293</td>
</tr>
<tr>
<td>4</td>
<td>0.03</td>
<td>0.021</td>
<td>0.0232</td>
<td>0.0177</td>
<td>0.0151</td>
</tr>
<tr>
<td>6</td>
<td>0.0315</td>
<td>0.011</td>
<td>0.0129</td>
<td>0.0094</td>
<td>0.0073</td>
</tr>
<tr>
<td>8</td>
<td>0.0088</td>
<td>0.0055</td>
<td>0.0069</td>
<td>0.0047</td>
<td>0.0034</td>
</tr>
<tr>
<td>10</td>
<td>0.0044</td>
<td>0.0027</td>
<td>0.0035</td>
<td>0.0023</td>
<td>0.0015</td>
</tr>
<tr>
<td>12</td>
<td>0.0022</td>
<td>0.0012</td>
<td>0.0017</td>
<td>0.0011</td>
<td>0.0007</td>
</tr>
<tr>
<td>14</td>
<td>0.0001</td>
<td>0.0006</td>
<td>0.0008</td>
<td>0.0005</td>
<td>0.0003</td>
</tr>
<tr>
<td>16</td>
<td>0.0005</td>
<td>0.0002</td>
<td>0.0004</td>
<td>0.0002</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

5.1.2.2 Performance of decode-and-forward

Figure 5.11, shows the performance of each user under asymmetric network topology for decode-and-forward. We observe that, to achieve a BER of about $10^{-3}$ the required SNR for the MMSE is about 4dB less than ZF for user one and 1dB less for user two. That is MMSE improves the performance of user one (having a better channel condition) compared to the ZF. Actually the big surprise is that the performance of the ML detection methods, which have high complexity, is
just about 1dB better than the one using MMSE for user one and shows the same performance for user two. Therefore should not be used at all.

Figure 5.11: BER performance of decode-and-forward under asymmetric network and MIMO detection.

Figure 5.12 depicts the BER of each user for decode-and-forward based on V-BLAST detection. Inspection of the curves shows that, to achieve a BER of about $10^{-3}$ the required SNR for the MMSE is about 2.5 dB less than ZF for user one and shows the same performance for user two. Therefore, it is possible to say that MMSE improves the performance of user one (having a better channel condition) compared to the ZF. Therefore should not be used at all for user two.

Figure 5.13, shows the average BER performance for decode-and-forward. It clearly shows that the proposed detection schemes outperforms the other schemes over the simulated SNR range. The first thing that attracts attention is the performance of ML detection, which have high complexity, shows the same performance as of MMSE, OSIC-MMSE and is just about 1dB better than the one
Figure 5.12: BER performance of decode-and-forward under asymmetric network MIMO-OSIC detection.

Therefore it possible recommends that for a network of asymmetric arrangement using MMSE detection has big advantage as it allows to attain the performance of ML detection.
5.1.3 Moving the relay

So far, the relay stations were positioned at fixed point; instead in practical scenario the relay is movable. In this section the effects of relay position is studied and finally recommend the best position. For the following simulations the DF diversity protocol is used and the incoming signals at the destination are combined using ML detection. As seen in the simulation above this is the detection that results in the best possible performance without regarding its complexity.

Figure 5.14 show the BER contour curve averaged over both users with respect to the region in which the relay placed; where the BER remain constant for a given relay region and the two sources and destination form the vertex of a triangle and Figure 5.15 is the three dimensional plots of the BER contours. Because of the variable relay location, the source-relay channels are asymmetric. For this simulation, the average SNR of the channel connecting all nodes is set to be 15dB. In general we can have the following basic observation.
• The closer the relay comes to the source, the further away is the destination and therefore the worse is the channel quality of the second hop. The quality of the first hop is more important for the overall channel quality than the second hop, so the performance is not symmetrical.

• The best performance is achieved, when the relay is situated in between the source and the destination, or slightly closer to the sending station. The resulting performance is not symmetrical at all. The preferred position of the relay is in the middle between the sender and the destination. When this is not possible the relay should be closer to the source than to the destination.

![Figure 5.14: BER contours for decode-and-forward with ML detection.](image-url)
Figure 5.15: Three dimensional plot of the BER contours of decode-and-forward with ML detection.
Chapter 6

Conclusions and Recommendations for Future Work

6.1 Conclusions

This thesis has shown the potential benefits of a wireless transmission using cooperative diversity as it provides an attractive and practical solution for future high speed wireless communications system due to spatial diversity, which can effectively mitigate fading, and increases the network coverage by communicating over long distance or around an obstacle. The diversity is realized by building an ad-hoc network using relay. The data is sent directly from the source to the destination or via the relay station. Such a system has been simulated to see the performance of different diversity protocols and various detection methods.

In this thesis, we have created a model for designing and evaluating wireless network that take advantage of certain kinds of cooperation among terminals. Specifically, in these cooperative diversity techniques sets of terminals (two in our case) transmit to a common destination with the assistance of a single relay to create a virtual antenna array. In the classical relay channel model, there is a single source terminal with information to communicate, and additional relay
terminals, in which the relay represent additional resources, e.g., power, bandwidth, and computation, that can be freely utilized by the source terminal; thus, the scars and expensive radio channel resource are not effectively used. A cooperative wireless network based on MIMO detection techniques designed and proposed. The common relay merges (using either AF or DF) the messages received from the sources, employing orthogonal superposition modulation, and forwards it to the destination; so that the relay resource is shared.

The DF protocol has shown a better performance than the AF protocol whatever detection method was used at the receiver. But it must be considered that an error correcting code was added to the transferred signal. To get the potential of the DF protocol the CRC was introduced to simulate an error correcting code.

The choice of detection method has a big effect on the error rate at the receiver. When AF is used at the relay station MMSE based on V-BLAST, which has manageable computational complexity, shows some benefits compared to the ML whose computational complexity grows exponentially with number of antennas and/or constellation points. When DF is used at the relay station MMSE which has manageable computational complexity, shows same performance to ML. Using ML has no performance gain as compared to MMSE and therefore should not be used at all.

The location of the relay is crucial to the performance. The best performance was achieved when the relay is at equal distance from the source and the destination or slightly closer to the source. In general the relay should not be too far from the region between the three stations.
6.2 Recommendations for Future Work

Here are list of recommendations to the possible extensions of the works of this thesis research:

- MIMO detection schemes developed in this thesis consider only a four node wireless network. Further works can extend these schemes for a system with more than two sources (i.e. extend it to larger networks) based on common relay and destination, which can improve the spectrum utilization efficiency.

- Realistic wireless channels are time varying which implies time varying system capacity. Therefore, it is desirable to study and incorporate adaptive resource allocation techniques, superposition weight factor, which defines the amount of power that is allocated to source and relay.

- Perfect channel state information at the relay and destination is assumed. However, obtaining CSI is another challenge under practical situations. Thus, it would be valuable to design simple and efficient channel estimation techniques.

- An orthogonal transmission strategy has been considered in this work which can impact the spectrum utilization efficiency; it would be beneficial to deal it with non orthogonal relay strategy.

- Although our proposed cooperation scheme is based on BPSK modulation, it can be easily extended to other forms of modulation, such as 16-QAM and 64-QAM, and beneficial to analyze its performance.

- Finally, one can think of improving the proposed transmission scheme by implementing ARQ-type feedback, thereby letting the relay transmit the superimposed message only when the destination was unable to decode the direct transmission.
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