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ABSTRACT

Lung cancer is the leading cause of death among other cancer types. Its survival rate is very limited unless diagnosed/detected early. As a result, early detection is imminent for minimizing the deaths caused by lung cancer. For realizing the early detection and early diagnosis, sophisticated and complex imaging modalities like low dose CT are often utilized. However, the big problem lays ahead on the image interpretation. Due to different factors like image quality, suppressed image features in the spatial domain, radiologists eye sight and radiologists’ expertise level, misdiagnosis and error are the major difficulties to overcome. In that regard, many research works have been reported in the literature to deal with the image interpretation issues. Among other researches, CADe and CADx are considered the most remarkable methods for early detection and diagnosis. However, most of the CADe and CADx systems are not clinically implemented. This is because of their inefficiency, inaccuracy and non-robustness. Aiming for a more robust and accurate detection of lung cancers, a new computer aided scheme has been suggested in this thesis. The scheme implements a rotation invariant, joint space-frequency localized integral transform together with spatial image enhancement for feature extraction of CT lung images. The algorithm has been implemented on a Matlab platform (Matlab 2013a) and validated on CT lung images acquired from TCIA database. Results showed that the algorithm achieved a sensitivity of 97.1%, specificity of 83.33% and overall accuracy of 96.68% in detecting lung cancers showing its great promise.

Keywords: Lung cancer, CADe, Computed Tomography, Rotation-invariance, Space-Frequency Localized Integral Transform, Feature Extraction, Spatial Image Enhancement.
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CHAPTER 1

INTRODUCTION

1.1 BACKGROUND

Lung cancer is the leading cause of death among other cancer types [1]. According to the estimation by the world health organization (WHO), by the year 2030, lung cancer will be the cause for 17 million deaths worldwide. According to the GLOBOCAN research in 2012, 1.8 million new incidents were reported worldwide, which is 12.6% of all new incidents of all types of cancer in 2012. Studies from the American Cancer Society suggest that, the most common causes of lung cancer are smoking tobacco, second hand smoke, exposure to radon, exposure to asbestos, exposure to diesel exhaust and other environmental factors like breathing polluted air.

Lung cancer is easier to treat at its early stages. It has a survival rate of 47% for early detected lung cancer. However, most lung cancer cases are detected after they are too late to cure. This makes it difficult for the treatment and therapy. In this regard, medical imaging modalities would help a lot in diagnosing lung cancers. Among those modalities chest X-ray is the common one. It is the first test that would be ordered for lung cancer diagnosis. However, chest radiography may be difficult for diagnosis due to failure to detect small peripheral nodules and failure to show cross-sectional view of the lung [2]. For example, findings from the research done by A. del Ciello et. al [2] showed that from 82 confirmed cases of lung cancer, 14 of them were missed by the chest radiography. Due to these reasons other modalities are preferred over chest X-ray for better diagnosis.

Other modalities like magnetic resonance imaging (MRI) and positron emission tomography (PET) are also applicable in detection of lung cancers. The MRI with a contrast agent of gadolinium (Gd) and the PET with fluorodeoxy glucose (FDG) are often implemented during diagnosis procedures. However, MRI is often used to find the spread of the cancer to the brain and the PET is nowadays replaced by PET/CT for better cancer detection [3]. PET/CT is a hybrid and costly imaging modality that uses information from
both CT and PET [3]. The size of the tumor can be efficiently estimated using CT. PET/MRI is also a hybrid and costly imaging modality that comes with a high contrast resolution but with low detecting power implying high false negatives [3].

CT (Computed Tomography) is another modality used for lung cancer diagnosis. It uses X-rays and is one of the most efficient ways to detect lung lesions [4]. Nowadays, low dose CT scan has shown advancements in lung cancer detection [5]. CT has larger radiation in milli-seivert (mS) as compared to chest X-ray. However, low dose CT with 25 milli-ampere (mA)/80 kilo-volt (kv) and radiation dose of 22.3 milli-gray centimeter (mGycm) (approximately 0.3mS) does not affect the sensitivity for the lung cancer [6]. The radiation dose of the low dose CT (LDCT) which is 0.3-0.6mS is very small as compared to the 3.5-7mS of normal CT [5] [6]. Small nodules are never missed in CT. Figure 1.1 shows CT images of a normal as well as a patient with confirmed lung cancer.

![Figure 1.1: CT image with lung cancer (Right) and another without lung cancer (Left).](image)

Eventhough CT is very sensitive, it comes with difficulties when trying to visually differentiate between benignness and malignancy [7]. As a result, high false positive is always the problem to overcome. This calls for the development of a CADe (Computer Aided Detection) system. CADe and computer aided diagnosis (CADx) are considered the two very remarkable ways for early detection of lung cancers [1].

CADx characterizes and measures the lesion in addition to lesion detection. It also stages the cancer level [7]. On the other hand, in CADe the original image will be input to the system and the enhanced region of interest (ROI) will be the output of the system. The output is very helpful for decision making [1] [7]. This will enhance the quality of the
medical service through improving the diagnosis accuracy and assists in the early detection of the cancer. According to the study by K. N. Jeon et al., CADe increases the efficiency of radiologists in nodule detection [8]. In an experiment conducted in 2012 on 132 CT images of the lung, it was observed that the radiologists’ efficiency was improved from 77% to 84% when they used the CADe system [8]. Most of the CADe systems, however, are not implemented clinically. This is because of the inaccuracy and inefficiency of the image segmentation algorithms of the CADe [7]. There is still a call for the development of a robust and more accurate segmentation algorithm.

Most CADe systems have similar stages; signal acquisition, preprocessing, segmentation and detection [7]. This is so for most methods implemented both in spatial domain and also on a transformed domain (e.g. frequency domain). In the latter case, different integral transforms are used including the 2D Fourier transform, 2D Hartley transform and the like. Image processing in the spatial-frequency (wave number) domain has its own advantages for fast computation, alternative representation and sensing and better image processing [9]. It is very best for image denoising through periodic filters [10]. The 2D Fourier transform is one such transform that has been used in many different applications in imaging and image processing. Hartely transform is the same as Fourier transform but it computes the coefficients of the Fourier transform in the real space without involving complex arithmetic [11]. Such transforms are known to be adequate for analyzing 2D images (signals) which are stationary in that the images’ frequency characteristics does not change spatially. However, most medical images show spatial frequency variation. In that regard, joint space-wave number (spatial frequency) transforms are already available for a better localized analysis of 2D images [10]. These include the 2D Gabor transform and the 2D wavelet transform.

Filtering of an image could be done in spatial-frequency transformed domain. For example, a log Gabor filtering was used on M.V. Ajil et al. for image preprocessing on CT images due to its reduced DC value and extendedness at high frequency [12]. In some occasions 2D Gabor transform can be used for feature extraction. Using filter banks of different emphasis, features of an image can be extracted [13]. Thus, Gabor filtering is applied in many image enhancements. However, Gabor transform uses a fixed sliding
window. This makes it challenging to track ever changing frequencies in an image and for image feature extraction in the Gabor transform [14].

Wavelet domain noise removal is also possible. The 2D wavelet transform is a spatially localized transform like the Gabor transform but applies multi-resolution analysis as opposed to the fixed localizing window used in Gabor filters [10-14]. On a previous research made by L. Gabralla et al. [15], images were first transformed into component wavelets. After that a filter with a threshold calculated by: 

\[ T_{new} = \sigma' \sqrt{2 \log(n)} - 8 \left( \frac{\sigma_1(x)}{\mu(x)} \right) \]

is applied and then filtered images were reconstructed (where \( n \) is the sample size, \( \sigma' \) is an estimate of the noise level, while \( \sigma_1 \) and \( \mu \) are respectively the variance and the mean of the input noisy image) [15]. This technique was proven to be good to deal with Gaussian and speckle kinds of noises [15].

Wavelet domain image enhancement could also be used for image segmentation and enhancement. In I. Khalifa et al. the discrete 2D wavelet transform was used to segment MRI brain images using 4 different filter banks, the low pass, high pass horizontal, high pass vertical, and high pass diagonal [16]. Then using those output images, clustering and segmentation of the original image was carried out using FCM (fuzzy C-means clustering).

The Stockwell (S) transform is another way to process an image in spatial-frequency domain [17] [18]. The S-transform is mainly a phase correction of the wavelet transform [17]. The S-transform keeps the Absolutely referenced phase information while the wavelet transform does not. Compared to wavelets, the S-transform does have a more direct relation with the natural complex Fourier transform which makes it easier to implement and calculate its inverse [17].

The 2D extension of the S-transform is quite similar [18]. In D. Assefa et al. the rotation invariant 2D S-transform was proposed for use in texture analysis of color images extending the definition to the quaternion space [19]. S-transform is easily invertible with explicit relation with the Fourier transform while invertibility of the wavelet transform depends on the choice of the mother wavelet as well as the so-called admissibility criteria. The S-transform has better frequency resolution for wider spatial domain window at lower
frequencies and better time resolution at higher frequencies [17]. The S transform has been used in different filtering and other image processing applications.

In this thesis the rotation invariant 2D S-transform has been applied to design the lung cancer image feature extraction scheme. Its typical advantages in terms of simplicity and other important properties of interest is demonstrated and an algorithm is developed based on the rotation invariant 2D S-transform for use in effective segmentation of malignant lung nodules.

Several image-processing tools for tumor detection schemes are reviewed in this thesis discussing their merits and demerits and a new method has been proposed. Thoracic images of lung cancer patients acquired on a low dose CT scanner are used to test the efficacy of the proposed method. Manual delineations drawn by expert physicians and radiologists are used as gold standards/ground truth. The images with their gold standards were acquired from the cancer imaging archive (TCIA).

1.2 Problem Statement

Lung cancer being the leading killer of all cancer types, its early detection is of imminent advantage in reducing the death rate. For realizing the early detection and early diagnosis, sophisticated and complex imaging modalities like low dose CT are often utilized. However, there is a high risk of misdiagnosis and error in interpretation of lung CT images at early stages inside the clinics. Many researches on CADe have been carried out in the literature to reduce the risk of error and misdiagnosis. In this regard, methods based on integral transforms have shown great promises. The current work intends to show a new method for lung tumor detection on CT images based on an integral transform that is simple and has useful properties which are relevant during development of an efficient detection scheme.
1.3 Objectives

1.3.1 General Objective

The main objective of this thesis is to design an integral transform based, robust and efficient image segmentation and feature extraction algorithm for computer aided lung cancer detection (CADe) based on CT images captured on a low dose CT scanner.

1.3.2 Specific Objectives

- Discuss the usefulness of an integral transform that is a simple extension of the natural Fourier transform and its important properties for use in effective image processing.
- Develop an integral transform-based lung cancer detection scheme by computing useful features (textures, patterns) from CT images in the transformed domain.
- Test the accuracy and robustness of the method through qualitative and quantitative evaluation techniques against available gold standards (ground truth).
- Investigate possible clinical implications of the method.

1.4 Significance of the Thesis Study

Undoubtedly better diagnosis brings better medical care. The cancer detection algorithm developed in this thesis has been validated on low dose CT images acquired from a research database and it resulted in an accurate and efficient lung cancer detection outcome. Accuracy and efficiency lead to better diagnosis and detection by reducing the cost of diagnosis. As a result, it helps in bettering the healthcare service as a whole by reducing the death rate caused by lung cancer. It also could bring ease of diagnosis and will be interoperable with the present day electronic medical records and electronic health recording systems in general. The biggest problem is not in getting access to the medical device, rather it is in getting the service. For better service, available expert radiologists have to be used efficiently and the development of such an automated detection system means that much of their time spent on staring on images would be reduced to a minimum. This creates way for quicker diagnosis and efficient usage of radiologists through application of tele-medicine.
1.5 **Scope and Delimitation of the Thesis**

This thesis has been validated on a Matlab 2013a platform. Test images were acquired from the TCIA (The Cancer Imaging Archive) database and some low-resolution images snapped from publications were also considered (to test the robustness at low resolution and contrast). The algorithm was not implemented clinically which limits the testing step only to the images from the database and the snapped images.

In the algorithm, much attention was given to the feature extraction and detection of abnormal nodules and differentiation of normal nodules from abnormal ones located inside the lung parenchyma. The lung images from the downloaded database were used depending on their response to marker-controlled watershed transform to segment only the lung part. The tests are not made on images with cancer tumors located on the edges of lung parts due to their response to the marker-controlled watershed transform.

1.6 **Organization of the Thesis**

The rest of the thesis has been organized into five chapters. Chapter 2 gives an explanation and in-depth literature on different integral transforms. Since the thesis used an integral transform method for feature extraction, the chapter also provides a summary on the advantages and disadvantages of each integral transform with literatures to support the premises. Chapter 3 is about spatial image enhancement techniques. It explains and discusses the advantages and disadvantages of spatial enhancement techniques that have been mentioned/implemented on the later parts of the thesis.

Chapter 4 shows the detailed stages and procedures that have been implemented in the thesis. It shows what method has been used in each stage of the procedure and explains the reasons in details. It also explains what materials were used and implemented so as to test the developed algorithm. Chapter 5 explains the results and what they meant. Demonstrating results are presented and discussed. Chapter 6 presents conclusions and possible future works.
CHAPTER 2

INTEGRAL TRANSFORMS

2.1 THE FOURIER TRANSFORM

The concepts of Fourier series and Fourier transform were raised by the French Mathematician Jean Baptiste Joseph Fourier on his published book in 1807 [9]. The concept of Fourier series is a representation of any periodic function which satisfies the piecewise linearity as the sum of sines and cosines with their respective coefficients [9]. On the other hand, Fourier transform is the sine and cosine integral representation of a function [9]. The complex Fourier transform contains two components, the phase and amplitude (magnitude) [20]. It gives ways to measure and find out the frequency contents of a signal (a time series in 1D and image in 2D) [14]. The Fourier transform is lossless transform in the sense that a signal could be completely recovered from its Fourier transform using the inverse Fourier transform [9]. In Fourier transform the phase gives the information about the angle shift which would be useful in inverse transformation of the signal back to spatial domain [20].

Even though the Fourier transform was first proposed for solving heat diffusion, it also played great roles in different aspects of signal and image processing [9]. The introduction of the Fast Fourier Transform (FFT) in 1960s provided even a great opportunity for faster analysis of signals [9].

For a given periodic signal \( f(t) \), its Fourier series and the respective Fourier coefficients \( C_n \) can be computed as:

\[
f(t) = \sum_{n=-\infty}^{\infty} C_n \exp^{j2\pi nt / T} \quad (2.1)
\]

\[
C_n = \frac{1}{T} \int_{-T/2}^{T/2} f(t) \exp^{-j2\pi nt / T} \, dt \quad (2.2)
\]

Similarly, the 1D continuous Fourier transform of \( f(t) \) and its inverse can be computed as:
\[ F(\omega) = \int_{-\infty}^{\infty} f(t) e^{-j2\pi\omega t} \, dt \]  
\[ f(t) = \int_{-\infty}^{\infty} F(\omega) e^{j2\pi\omega t} \, d\omega \]  

where \( t \) is time, \( \omega \) is frequency and \( j = \sqrt{-1} \). The discrete version of the 1D Fourier transform of a sequence of length \( M \) and its inverse are given by:

\[ F(m) = \sum_{n=0}^{M-1} f(n) e^{-j\frac{2\pi nm}{M}} \quad m = 0, 1, ..., M-1 \]  
\[ f(n) = \frac{1}{M} \sum_{m=0}^{M-1} F(m) e^{j\frac{2\pi nm}{M}} \quad n = 0, 1, ..., M-1. \]

where \( n \) represents the discrete time and \( m \) represents discrete frequency variables.

The 2D Fourier transform is often applied to analyze 2D signals (images) and transforms the signals from the spatial domain to the respective spatial frequency (wave-number) domains. The discrete version of the 2D Fourier transform and its inverse are computed using the Eq. 2.7 and Eq. 2.8. There is a 2D version of the FFT that is used to compute the 2D Fourier transform efficiently. \( M \) and \( N \) are the lengths of the sequence in the \( x \) and \( y \) directions.

\[ F(u, v) = \sum_{x=0}^{M-1} \sum_{y=0}^{N-1} f(x, y) e^{-j2\pi \left( \frac{ux}{M} + \frac{vy}{N} \right)} \]  
\[ f(x, y) = \frac{1}{NM} \sum_{u=0}^{M-1} \sum_{v=0}^{N-1} F(u, v) e^{j2\pi \left( \frac{ux}{M} + \frac{vy}{N} \right)} \]

where \( x \) and \( y \) represents the discrete space and \( u \) and \( v \) represents discrete frequency.

The 2D Fourier transform has many interesting properties: it is linear and rotation invariant. Convolution in the spatial domain is the same as product in the Fourier domain as shown in Eq. 2.9 below.

\[ f(x,y) \ast h(x,y) \rightarrow F(u,v)H(u,v) \]  

where \( F \) and \( H \) are the Fourier transforms of \( f \) and \( h \) respectively.

The basic principle of the Fourier transform is frequency representation of a signal be it 1D or 2D. Sometimes the information about the signal may not be straight forward and thus would be difficult to obtain valuable information in the time/space domain [14]. Much of the details may be encrypted in the frequency of the signal. Operations such as convolution/filtering are much easier in the frequency domain than the original time/space domain. This is because in the Fourier domain convolution is straight multiplication which
led it to be the usual implementation of many filters like butter worth, gaussian, notch, bandpass and band stop in frequency domain [9].

In image processing, Fourier transform has a great deal of advantages. Frequency based approaches provide better image processing, faster computation, alternative representation and sensing, as well as efficient storage [9]. Sometimes images could be acquired under low illumination. This may create unevenness in the image brightness. Also due to imperfectness of the image acquisition techniques, images could appear blurry and noisy. As a result, images may not have sufficient spatial resolution. Thus, it is reasonable to use frequency domain image processing techniques to overcome these issues [21] [22]. Eventhough, Fourier domain signal processing is advantageous, it does have some drawbacks when applied on non-stationary signals for processing [10]. The Fourier transform only assumes the signal to be stationary and represents the transformed signal exhibiting peaks at representative frequencies without any regard to their spatial locations [10].

\[f(x) = 10\cos\left(20\pi \frac{x}{N}\right), \ x \in [0:N]\] with only a single frequency (stationary signal), \[f(x) = 10\cos\left(20\pi \frac{x}{N}\right), \ x \in [0:N/3]\] \[f(x) = 10\cos\left(100\pi \frac{x}{N}\right), \ x \in [N/3+1:2N/3]\] \[f(x) = 10\cos\left(200\pi \frac{x}{N}\right), \ x \in [2N/3+1:N]\] three consecutive frequencies , \[f(x) = 5\cos\left(20\pi \frac{x}{N}\right) + 5\cos\left(100\pi \frac{x}{N}\right), \ x \in [0:N/2]\] \[f(x) = 5\cos\left(20\pi \frac{x}{N}\right) + 5\cos\left(200\pi \frac{x}{N}\right), \ x \in [N/2+1:N]\] three frequencies but one frequency component exists at all times where \(N\) is the number of sample points. (D), (E), and (F) represent the respective Fourier amplitude spectra.

**Figure 2.1: The 1D Fourier transform of different signals.** A B C D E F

\[f(x) = 10\cos\left(20\pi \frac{x}{N}\right), \ x \in [0:N]\] with only a single frequency (stationary signal), \[f(x) = 10\cos\left(20\pi \frac{x}{N}\right), \ x \in [0:N/3]\] \[f(x) = 10\cos\left(100\pi \frac{x}{N}\right), \ x \in [N/3+1:2N/3]\] \[f(x) = 10\cos\left(200\pi \frac{x}{N}\right), \ x \in [2N/3+1:N]\] three consecutive frequencies , \[f(x) = 5\cos\left(20\pi \frac{x}{N}\right) + 5\cos\left(100\pi \frac{x}{N}\right), \ x \in [0:N/2]\] \[f(x) = 5\cos\left(20\pi \frac{x}{N}\right) + 5\cos\left(200\pi \frac{x}{N}\right), \ x \in [N/2+1:N]\] three frequencies but one frequency component exists at all times where \(N\) is the number of sample points. (D), (E), and (F) represent the respective Fourier amplitude spectra.
This implies that Fourier domain filters are very successful in attenuating additive and periodic noise. However, real images, especially medical images, are known for their non-stationary nature and randomness of their noise distribution [14]. Figure 2.1 presents three 1D signals: the first one was a stationary signal with a 10 Hz frequency, the next one was a non-stationary signal with three frequency components one after the other. The last signal is again non-stationary but is composed of a frequency component that exists all the time and two other frequency components in two different intervals. The Fourier amplitude spectra for the later two signals appeared somehow similar (each showed six picks including the symmetry) despite the two signals are completely different and their frequency components are found at different locations. The same issue exists when analyzing 2D images using the 2D Fourier transform. For that reason, it is often difficult to extract useful image features only from its Fourier amplitude or phase spectra [14]. Transforms that offer spatially localized frequency information should present a better alternative when analyzing such signals with spatially/temporally dependent frequency characteristics.

2.2 THE GABOR TRANSFORM

The Gabor transform was first introduced by the Danish mathematician Denis Gabor in 1946 on his published article “Theory and communication” [23]. The idea was to make the 1D Fourier transform temporally localized [23]. The Gabor transform also called the Short-term Fourier transform (STFT) is applied to signals to study the localized frequency representation [14].

The continuous Gabor transform is a simple localization of the Fourier transform through a sliding window [14]. The translation and the frequency value are the two variables that are involved in the 1D Gabor transform given by [10] [14].

\[
G(b, \omega) = \int_{-\infty}^{\infty} f(t) g(t - b) \exp^{-j2\pi\omega t} dt \tag{2.10}
\]

\[
g(t) = \frac{1}{\sqrt{2\pi\sigma}} \exp^{-\frac{1}{2}(t^2/\sigma^2)} \tag{2.11}
\]
where \( f \) is the input signal, \( G \) is the Gabor transform which is a function of the translation variable \( b \) (essentially a time variable) and frequency variable \( \omega \), while \( g \) is the localizing window function (the normalized Gaussian with width \( \sigma \)). The 2D Gabor transform is defined in a similar way as a function of two translation variables (essentially spatial variables) and two spatial-frequencies (wave-numbers) in the \( x \) and \( y \) directions respectively and is given by:

\[
G(\tau_x, \tau_y, \omega_x, \omega_y) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) g(x - \tau_x, y - \tau_y) e^{-j2\pi(x\omega_x + y\omega_y)} dx dy
\]  
(2.12)

The discrete version of the 2D Gabor transform is given by:

\[
G(k, l, u, v) = \sum_x \sum_y f(x, y) g(x - k, y - l) e^{-j2\pi(u\frac{x}{M} + v\frac{y}{N})}
\]  
(2.13)

for \( k, u = 0, 1, ..., M-1; l, v = 0, 1, ..., N-1; M, N \) are the lengths in \( x \) and \( y \) directions respectively for an input 2D discrete signal \( f(x,y) \).

The localizing window is permitted to translate in both \( x \) and \( y \) directions and that way all image pixles will be traced and the end result is a joint space frequency information available for further image processing.

The discrete version of the 2D Gabor transform is mostly used for image feature extraction and denoising applications. For example, in a previous study Gabor filtering was used for feature extraction of images using filter banks with different orientations [13]. Figure 2.2 presents Gabor filter banks with different orientations.
The 50 Gabor wavelet filters were chosen by a selection algorithm for use in breast tissue classification based on mammograms (Images acquired: http://www.biomedical-engineering-online.com/content/10/1/55).

One major drawback with the Gabor transform is that the localizing window size is never changing. Once we choose a window size, it will be used throughout the signal. If a wider window is chosen, then the spatial resolution will be degraded whereas the frequency resolution will be enhanced. On the other hand, if we use a narrower window, spatially the signal will be resolved whereas the frequency resolution will be degraded. This is because of Heisenberg’s uncertainty principle. It states that it is impossible to represent signals time-frequency representation with perfect resolution for both frequency and time (space in images) [10]. This makes it difficult to choose the optimal window size for the whole signal, especially for medical images with non-stationary frequency characteristics.

### 2.3 The Wavelet Transform

In 1982 the French geophysicist Jean Morlet introduced the concept of wavelets [24]. Wavelet means a small wave: the smallness refers to the condition that the wavelet function (window function) is of finite length (compactly supported) while the wave refers to the fact that the function is oscillatory [14] [24] [10]. The idea of wavelet transform was primarily intended to study seismic signals [24]. Late Alex Grossman studied the inverse
of the wavelets. The two scientists jointly came up with study of continuous wavelet transform [24]. The wavelet transform is applied to signals for localized frequency processing [14].

The 1D continuous and discrete forms of the wavelet transform are given by equations 2.14 and 2.15 respectively.

\[ W\psi(s, \tau) = \frac{1}{\sqrt{s}} \int_{-\infty}^{\infty} f(x) \psi\left(\frac{x}{s} - \frac{\tau}{s}\right) dx \]  
\[ W\psi(j, k) = \frac{1}{\sqrt{M}} \sum_n f(n) \psi_{j,k}(n) \]  

where \( f \) is the 1D signal, \( \psi \) represents the mother wavelet, \( \tau \) is the spatial translation and \( s \) represents the scaling parameter (dilation parameter).

The 2D wavelet transform is similarly defined in 2-space as:

\[ W\psi(s, \tau, u, v) = \frac{1}{\sqrt{s(x,y)}} \iint f(x, y) \psi_{s(x,y)}(k-x, l-y) dx dy \]  

The translation variable dictates the location of the window while the scaling parameter dictates its size. The scale is the same as its concept in maps; high scale means non-detailed or general information, whereas small scale is detailed information [14].

Naturally images contain most of the energy concentrated in the low frequency. Therefore, it is possible to extract the image information to some content by decomposing the spatial frequency spectrum [25]. The basic concept of the wavelet transform is to give better frequency resolution for lower frequencies and better spatial resolution for higher frequencies [14]. As a result, it gives variable window size for different frequencies instead of having a fixed window as in the Gabor transform [14]. That is basically the concept behind multi-resolution signal analysis.

In wavelet transform first the mother wavelet must be selected. Then the computation starts by setting the value of the scale \( s \) to 1. Then, for continuous wavelet transform, Equation 2.14 will be evaluated for all values of \( s \). However, since most of the signals are bandlimited, it is not necessary to compute the result for all values of \( s \). Therefore, the analysis starts at \( s = 1 \) and continues for greater values of \( s \). In other words, the analysis starts at higher frequencies and continues for low frequencies [14]. After evaluating the
transform for all values of $s$, the signal shifts by the window size and the calculation continues for the second phase again [14] [10]. Even though, it is impossible to avoid the Heisenberg’s uncertainty, this way the frequency-time resolution is better. There are different wavelets to choose from and Figure 2.3 presents some of them.

![Wavelet Transform Examples](http://antiege.org/best-forex-trading-app/forex-wavelet-trading-php)

**Figure 2.3: Examples of Wavelet:**

Wavelet transform possess better frequency resolution for wider window size and better spatial resolution for narrow window sizes. There are two basic differences between Gabor and the wavelet transform:

- In wavelets, there is no Fourier transform implementation resulting in negative frequencies;
- The width of the window in wavelet transform is variable (dependent on the frequency of the signal) which paves a way for better resolution [14].

Discrete wavelet transform is easier to implement, it contains the concept of sub-sampling [14]. First the signal with a certain sequence size will be inputted to the system. Then the signal will be filtered by set of high pass filters and low pass filters. This gives out an output of two frequency bands, the high frequency and low frequency bands. In the process every other signal sequence is dropped if the scale $s = 2$. Then the low passed signal will again be filtered by high pass and low pass filters. Through this iteration the signal may
lose its details and resolutions yielding multiple resolution signals at every step on the way. Figure 2.4 below shows the process involved in the fast wavelet transform implementation.

The same procedures are applied for 2D discrete signals. There are concepts called image pyramid and sub-band which are basically the collection of images with decreasing resolution [9]. Subsampling (down sampling) drops samples. For example, in Figure 2.4 above, the down sampling denoted by $d_2$ represents that every other signal is going to be dropped in each step of filtering. The filters are denoted by $h[n]$ and $g[n]$ which are low pass filter and high pass filters respectively.

One issue with the wavelet transform is that invertibility of the wavelet transform depends on the choice of the mother wavelet as well as the so-called admissibility criteria [17]. Moreover, the discrete wavelet transform is computationally less efficient and more difficult to interpret since it has no direct relation with the natural Fourier transform. In addition to that, the transform by itself introduces some noise to the signal which poses the treat of choosing a wavelet for specific application [17].

**Figure 2.4: Schematic of the fast wavelet transform algorithm.**
2.4 The Stockwell (S) Transform

The S-transform, which was introduced in 1996 by R. G. Stockwell, is another spatial-frequency representation of a signal. It was an extension to the continuous wavelet transform (CWT) and is based on a moving and scalable localizing gaussian window. S-transform possesses some desirable characteristics that wavelet or any other transforms don’t possess [17] [18].

The S-transform is unique in that it provides frequency-dependent resolution while maintaining a direct relationship with the natural complex Fourier transform [17]. These advantages of the S-transform are due to the fact that the modulating sinusoids are fixed with respect to the time axis, whereas the localizing scalable Gaussian window dilates and translates.

From Equation 2.14 in the wavelet transform definition, we know that $\tau$ represents the time translation of the signal. Thus, the S-transform of a 1D function $f(t)$ is defined as a continuous wavelet transform with a specific mother wavelet multiplied by the phase factor. This gives rise to Equation 2.17 with the window function defined in Equation 2.18. The window function used in the S transform is actually the normalized Gaussian whose width is set to be inversely related to the frequency.

$$ S(\tau, \omega) = \exp(j2\pi \omega \tau) w(\tau, \omega) \quad (2.17) $$

$$ w(t, \omega) = \frac{|\omega|}{\sqrt{2\pi}} \exp\left(-\frac{(\tau-t)^2 \omega^2}{2}\right) \quad (2.18) $$

The S-transform can be written explicitly as in Equation 2.19. As seen in Equation 2.20, the integral of the S-transform with respect to the translation variable is nothing but the complex Fourier transform of the input signal showing the direct relationship that exists between the S-transform and the Fourier transform.

$$ S(\tau, \omega) = \int_{-\infty}^{\infty} f(t) \frac{|\omega|}{\sqrt{2\pi}} \exp\left(-\frac{(\tau-t)^2 \omega^2}{2}\right) \exp(-j2\pi \omega t) \, dt \quad (2.19) $$

$$ \int_{-\infty}^{\infty} S(\tau, \omega) \, d\tau = F(\omega) \quad (2.20) $$
Using the convolution theorem, the discrete form of the S-transform is explicitly given by:

\[
S \left[ iT, \frac{n}{NT} \right] = \sum_{m=0}^{N-1} H \left( \frac{m+n}{NT} \right) e^{-\frac{2\pi^2 m^2}{n^2}} e^{-\frac{j2\pi m n}{N}}
\] (2.21)

where \( n \neq 0, \omega \to \frac{n}{NT}, \tau \to iT, T \) is the time step and

\[
H \left[ \frac{n}{NT} \right] = \frac{1}{N} \sum_{k=0}^{N-1} f(kT) e^{\frac{j2\pi kn}{N}}, \quad n = 0, 1, 2, ..., N - 1, j = \sqrt{-1}.
\]

The continuous 2D S-transform is similarly defined and is given in Equation 2.22.

\[
S(X, Y, \omega_x, \omega_y) = \iint f(x, y) \frac{|\omega_x\omega_y|}{\sqrt{2\pi k_1 k_2}} e^{-\frac{(\tau_x-x)^2}{2k_1^2}} \frac{(\tau_y-y)^2}{2k_2^2} e^{-j2\pi(x\omega_x+y\omega_y)} dx dy
\] (2.22)

where \( k_1 = \delta_x|\omega_x|, k_2 = \delta_y|\omega_y|, \delta_x \) and \( \delta_y \) are the 2D Gaussian window widths, \( \tau_x \) and \( \tau_y \) are the translation variables while \( \omega_x \) and \( \omega_y \) are the spatial-frequencies (wave-numbers) in \( x \) and \( y \) directions respectively. Note that \( k_1 \) and \( k_2 \) are the constants of proportionality between the Gaussian width and the spatial-frequencies in the respective directions and they both dictate the slope of the Gaussian.

Figure 2.5 and Figure 2.6 present comparisons between the natural Complex Fourier transform, the Gabor transform, the wavelet transform and the S transform considering two \( 1D \) signals: one stationary while the other non-stationary. The Fourier transform offers perfect frequency resolution and is adequate for the stationary signal but failed to offer adequate information when applied on the non-stationary signal as it completely misses the temporal information. The Gabor transform (with 8 segments width window) suffers from the fixed resolution issues while the wavelet transform appeared to be quite noisy. The performance of the S transform was quite commendable in both cases with a reasonable resolution of both the time and frequency components of both signals with minimal noise. There is however, one issue with the 2D S transform as it is defined earlier in Equation 2.22 was its rotation variant nature. The issue has been resolved in a study done by D. Assefa et al. [19] in their study to use the transform for novel color texture analysis and pattern recognition by extending the concept from the complex 2D space to the quaternion 4D space [19].
Figure 2.5: Implementation of the Fourier (B), Gabor (C), Wavelet (D) and S transforms (E) for a stationary signal (A).
Figure 2.6: Implementation of the Fourier (B), Gabor (C), Wavelet (D) and S (E) transforms for a non-stationary signal (A).
The rotation invariant 2D S transform is given by [19]:

\[
S(X, Y, \omega_x, \omega_y) = \iint f(x, y) \frac{\omega_x^2 + \omega_y^2}{2\pi r^2} \exp\left\{-(\tau_x-x)^2 + (\tau_y-y)^2 \right\} \frac{(\omega_x^2 + \omega_y^2)}{2r^2} \exp\left\{-j2\pi(x\omega_x + y\omega_y)\right\} dx dy
\]  

(2.23)

where, \( \delta = |r|\sqrt{\omega_x^2 + \omega_y^2} \) is the variable 2D Gaussian width and \( r \) is a constant that dictates the slope of the 2D Gaussian localizing window. The two images in Figure 2.7 demonstrate the differences between the rotation invariant (with circular cross-section) and the non-rotation invariant (with elliptic cross-section) 2D Gaussian windows. More discussion on the issue is available on the original paper [19].

For most complex frequency domain implementations, Hartley transform is commonly used. Hartley transform assumes the even and odd parts of the signal/function to represent the real and imaginary frequencies respectively in the Fourier domain. Equation 2.4 shows Hartley transform definition for 2D continuous signal.

\[
H(\omega_x, \omega_y) = \iint f(x, y) \text{cas}(2\pi x\omega_x + 2\pi y\omega_y) \ dx dy
\]  

(2.4)

where \( \text{cas}(\theta) = \cos(\theta) + \sin(\theta) \)

In this thesis the Hartley implementation of the rotation invariant 2D S transform was used for its computational advantages in that it doesn’t involve any complex arithmetic.
CHAPTER 3

IMAGE ENHANCEMENT TECHNIQUES

3.1 INTRODUCTION

Due to external environmental factors and/or the image acquiring device, images could often be degraded. These images need enhancements for further specific use. Image enhancement is an essential field where visual appearance of an image is the main factor. Image enhancement is a process by which the output image is better suited for a specific task than the input. Enhancement covers different aspects of image corrections such as image saturation, sharpness, denoising, tonal adjustment, tonal balance, and contrast correction/enhancement [26] [27] [29]. In this thesis, contrast correction/enhancement was applied to enhance the CT lung images.

Image enhancement can be broadly classified as spatial domain image enhancement and frequency domain image enhancement

Spatial domain image enhancement: spatial domain enhancement is intensity-based calculation and transformation. It increases the dynamic range or the contrast of an image [25]. The general form is given by:

\[ g(x, y) = T[f(x, y)] \]  \hspace{1cm} (3.1)

where, \( f(x, y) \) is the image on which the enhancement is going to be done, \( T \) is the enhancement transformation function and \( g(x, y) \) is the resulting enhanced image.

Frequency domain image enhancement: this is mostly a Fourier domain image enhancement technique where the image data is first converted or transformed into another domain (frequency domain) [9]. Most of the enhancements that take place in this domain are image filtering and denoising through simplified convolution (multiplication) [9]. As briefly mentioned in the previous chapter (known result from Fourier theory), what requires
lot of computations and operations in the spatial domain (convolution), can be done with a simple multiplication in frequency domain [9].

There are several frequency and spatial domain image enhancement techniques that exist in various literatures. But in this chapter focus is given to spatial domain image enhancement techniques and some of them are discussed below.

### 3.2 Histogram Equalization

Histogram equalization is one of the common spatial domain image enhancement techniques [28]. It generally uses the image histogram to stretch (and/or compress) the image contrast [28]. Image histogram relates the image intensities with their probabilities of occurrence [9]. For an image that assumes L possible intensity values, the discrete form of the equalized histogram could be computed using the formula in Equation 3.2.

\[ s_k = \frac{L-1}{MN} \sum_{j=0}^{k} n_j, \quad k = 0, 1, 2, ..., L - 1 \]  

(3.2)

where \( n_j \) is the number of pixels assuming intensity value \( j \), \( MN \) is the total number of pixels, and \( s_k \) is the number of pixels assuming intensity value \( k \) after histogram equalization. For a typical 8-bit image, \( L = 256 \).

Image histogram equalization stretches the image contrast between the two threshold values of maximum and minimum intensity values [9]. From the formula above, it is obvious that the histogram equalization process depends on how frequent a certain intensity value exists in the image. Histogram equalization could be performed both globally and locally. A direct application of Equation 3.2 offers global histogram equalization. However, if the process has to respond to local changes (most images show such local variation) within the image, adaptive histogram equalization is a preferred method [9]. This is done by applying histogram equalization over a translating window which localizes the process in space. The window size has to be chosen depending on the specific application that the output image is required for.
3.3 **Power Law Transformation**

Power law transformation (gamma-transformation) is defined as:

\[ s = cr^\gamma \] 

where \( c \) and \( \gamma \) are positive constants, \( r \) is the input pixel intensity and \( s \) is the transformed intensity. These two constants are required for the image enhancement, where \( \gamma \) controls the contrast and \( c \) is required for controlling the brightness of the image [9] [29]. Gamma correction could be classified as global or local [29]. In global gamma correction, only one value of gamma (\( \gamma \)) is used for the whole image [29]. Power law transformation functions with different gamma values are depicted in Figure 3.1 below (\( c = 1 \) is assumed). Application of global power law transformation to an image may create an over enhancement or under enhancement is some parts of the image [29]. As a result, it is logical to use different gamma (\( \gamma \)) values for different parts of the image for better enhancement. This depends on classifying an image or part of an image (usually neighborhood) to be low contrast or better contrast. There are different methods as to group an image or part of an image as good contrast or bad contrast.

![Figure 3.1: Power law transformation functions for different gamma values with \( c=1 \).](image)

In a previous study, a windowed gamma correction with modified value of gamma was used [30]. The gamma is calculated as:
\[ \gamma = \left( \frac{1}{2.2} \right) \left( \frac{128 - \mu(x,y)}{128} \right) \]  

(3.4)

where, \( \mu(x,y) \) is the local mean of the part of the image that needs to be corrected. The value 2.2 is an experimental value commonly used for gamma correction in most computer systems and standard displays [30]. Equation 3.4 was designed to do gamma correction on 8-bit images. As the value of \( \gamma > 1 \), the contrast will be shrinking (assuming normalized image between 0 and 1). And if the value of \( \gamma < 1 \), the contrast of the image will be stretched.

In some cases, the modified histogram might lose its statistical information after image histogram-based enhancement that preserves its brightness [31]. Thus, there has to be another histogram processing so as to preserve the statistical information as it was after the enhancement. As a result, weighting distribution was implemented in [31] to calculate the \( \gamma \) value. Weighting distribution function only slightly modifies the statistical information and reduces the generation of adverse effects [31]. The \( \gamma \) value is calculated for each intensity value as:

\[ \gamma = 1 - cdf_w(l) \]  

(3.5)

where \( cdf_w(l) \) is weighting cumulative distribution function at intensity value \( l \) computed using Equations 3.6 and 3.7.

\[ pdf_w(l) = pdf_{max}\left( \frac{pdf(l) - pdf_{min}}{pdf_{max} - pdf_{min}} \right)^{\alpha} \]  

(3.6)

\[ cdf_w(l) = \sum_{k=0}^{l} pdf_w(k) / \sum pdf_w \]  

(3.7)

where \( \sum pdf_w = \sum_{l=0}^{max} pdf_w(l) \), \( pdf \) is the probability density function at intensity \( l \), \( pdf_w(l) \) is the weighting distribution function at intensity \( l \), \( pdf_{min} \) and \( pdf_{max} \) are the minimum and maximum values of \( pdf(l) \) respectively while \( \alpha = 2.2 \) as in the previous case.

On another research, an image could be classified as low contrast when most of the pixel intensities of an image are clustered within a small range [29]. The criteria follows Chebyshev’s inequality which states that at least 75% values of any distribution will stay
within $2\sigma$ around its mean on both sides. This leads to the criteria for an image to be grouped under low contrast image \cite{29}. As for the brightness of an image, it is called bright image if its mean $\mu > 0.5$ (assuming the image is normalized between 0 and 1). Therefore, by preserving the brightness, the enhancement could be calculated using the procedure explained below.

First the image is categorized depending on contrast (low contrast and moderate-high contrast) and depending on the brightness (bright and dark). As a result, different formulas are used to calculate the values of $\gamma$ and $c$. The output intensities for bright and dark images are given by Equations 3.8 and 3.9, respectively.

\begin{equation}
    s = r^\gamma
    \tag{3.8}
\end{equation}

\begin{equation}
    s = \frac{r^\gamma}{r^\gamma + (1-r^\gamma)\times r^\gamma}
    \tag{3.9}
\end{equation}

where $\mu$ is the mean of the image.

For low and moderate-high contrast images, the formula for their respective gamma is calculated using Equations 3.10 and 3.11, respectively.

\begin{equation}
    \gamma = -\log_2\sigma
    \tag{3.10}
\end{equation}

\begin{equation}
    \gamma = \exp\left(\frac{1-(\mu+\sigma)}{2}\right)
    \tag{3.11}
\end{equation}

where, $\mu$ and $\sigma$ are the mean and standard deviation of the image.

### 3.4 Successive Mean Quantization Transform (SMQT)

The successive mean quantization transform (SMQT) was proposed by Michael et al. \cite{27} on their paper published on IEEE journal in 2005. In SMQT, first the mean of the input dataset is calculated. Then depending on the calculated mean $\mu(I(x, y))$ of the input image, image pixels will be grouped as pixels which have an intensity value greater than the mean and less than the mean. Image pixels with intensity values greater than the mean are given a value 1 and those with values less than the mean will be given value 0. Then depending on the new values given to the image pixels, a binary coded image is formed. Then the
image will be split into two (image containing only greater values than the mean and images with lesser values than the mean). Each image is called MQU (mean quantization unit). The iteration is measured in terms of levels (we just completed level-1 by splitting the image into two using the total mean of the input image).

The next level continues accordingly by calculating the mean for each MQUs resulting from the first mean $\mu(I(x,y))$. Then, the respective means for each denoted by $\mu_1(I(x,y))$ and $\mu_2(I(x,y))$ are used to split the two MQUs into 4 (each divided into two). This is the second level (level-2) resulting in 4-MQUs. Using this trend, it continues onto the next level. And at each level, there will be a binary coded image formed. Most of the time 8-level quantization is applied on images. The output of the SMQT is the combination of binary coded images formed at each level of the scheme. Thus, combination assumes the first binary coded image to be the most significant bit. As one goes from top to bottom, the binary coded images are having lower and lower significance. Having this order of significance they will be combined accordingly with their corresponding level (will be multiplied by $2^{l-1}$; where $l$ is the level of the SMQT) [26]. A schematic diagram showing the process of SMQT is shown in Figure 3.2.

![Figure 3.2: Successive Mean Quantization Transform Schematic Diagram.](image-url)
The advantage of using SMQT is to have a quantized pixel intensity values that would be helpful in image segmentation and feature extraction. The quantized values help in calculating the threshold efficiently. An 8-level SMQT is implemented in this thesis for efficient enhancement of the CT lung images.

3.5 Marker Controlled Watershed Transform

The concept of watershed is based on visualizing an image in three dimensions. The two coordinates are the image coordinates and the other one is the intensity of pixels. In this interpretation there are three things to consider; points belonging to a regional minimum, points at which drop of water if placed at the location of any of those points would fall certainly to a single minimum and points at which water would be equally likely fall to more than one such minimum [9].

Assume a hole is punched in each regional minimum and the entire topography is flooded from the bottom. Assuming the water rise from the holes at uniform rate, as the water continues to rise, it will overflow from one catchement area into another. This effect is more pronounced as the water continues to rise. This process continues until the maximum level of flooding is reached. The final dams are the outputs of the segmentation [9].

However, direct application of watershed usually encounters problem of oversegmentation due to noise and other local irregularities of the gradient. As a result, an approach based on marker is implemented to control the oversegmentation. A marker is a connected component belonging to an image. There are internal markers associated with the objects and external markers associated with backgrounds [9]. This approach is later implemented in this thesis to segment only the lung parenchyma from the background identified on the CT images.
CHAPTER 4

PROPOSED LUNG CANCER DETECTION SCHEME BASED ON IMAGE PROCESSING USING LOCALIZED INTEGRAL TRANSFORM

4.1 INTRODUCTION

Lung cancer detection based on image processing is an active area of research and comes with several challenges. One of the difficulties is image feature extraction and segmentation. Differentiation between the lung and the rest of the thoracic parts and also between normal lung nodules and malignant nodules is a task that is not straightforward. Here in this chapter the series of steps and procedures that have been used for the proposed feature extraction and lung cancer segmentation scheme in this thesis are discussed.

There are a number of methods proposed for segmentation and feature extraction of digital images in general. Among many, transform-based image segmentation and feature extraction showed great promises in various applications. The whole idea is to transform the digital images from their original spatial domain to a transformed domain (commonly frequency domain) aiming for a more effective and efficient image processing. Once the image is transformed to the frequency domain for example, a way to manipulate its amplitude and phase information could be sought. In this regard, a number of integral transforms exist to choose from in various literatures. However, as explained in Chapter 2, those integral transforms that offer joint space and frequency information are more applicable particularly for medical images with frequency characteristics that show great spatial variation.

Among the different space localized integral transforms that exist in the literature, the rotation invariant S transform is favored in this thesis (see previous discussions). The rotation invariant S-transform has a better resolution of frequency as compared to the Gabor and it introduces less noise compared to the wavelet transform (this was explained
in details in Chapter 2). In addition, the direct relation that exists between the S-transform and the natural Fourier transform makes is a better choice.

In this thesis, the spatial domain image enhancement was done on the images before applying the rotation invariant S-transform. The SMQT with adaptive gamma correction was used for spatial image enhancement. The SMQT quantizes the intensity of the input image (this was explained in details in Chapter 3). Quantization of the intensities does have an advantage in image segmentation and feature extraction. Then, the rotation invariant S transform is implemented on the spatially enhanced DICOM CT images of the lung acquired from the TCIA database. These were images taken from patients with some manifestation of lung cancers as confirmed by physicians, accompanied by the ground truth information used here as the gold standard. The images came with information about the cancer location (CT slice numbers and coordinates). Images taken from normal cases with no sign of cancer on their lungs (as seen on the CT scanner) are used as controls in this thesis work.

4.2 PROCEDURES

Four major steps were involved in the development of the cancer detection scheme in this thesis: image pre-processing, enhancement, feature extraction & segmentation and final image classification (see Figure 4.1). The four steps are explained subsequently below.

![Figure 4.1: Block diagram for the workflow of the proposed algorithm.](image)

4.2.1 IMAGE PRE-PROCESSING

The input to the system is a 16-bit DICOM image with a resolution of 512x512. Two basic techniques have been implemented during the pre-processing stage in a cascaded manner. These are the marker-controlled watershed transform and the area filter. The steps were preceded by image contrast stretching and normalization. The contrast stretching was done
automatically through inbuilt matlab function \textit{imadjust}. The raw DICOM CT images themselves provide a way to adjust the image intensity values between 0 to 1. Then the next step after normalization is the application of marker-controlled watershed transform and area filter. The techniques were applied to segment only the lung part of the CT images. Their output will further be used for segmentation and classification of normal and abnormal nodules. The binary image was used as an output from the marker-controlled watershed transform. A marker-controlled watershed implementation from \textit{mathworks.com} was used for this purpose [34]. Before the watershed algorithm is applied, wiener filtering was utilized for a better image enhancement. In the watershed transform used in this thesis, the optimal threshold value was calculated using the Otsu algorithm (which assumes that the image contains two classes of pixels (foreground and background pixels), it then calculates the optimum threshold separating the two classes so that their combined intra-class variance is minimal) [34]. Then area filter was applied to the binary image output of the marker-controlled watershed transformed image. The area filter works based on the area of the segmented region of the binary image. The area of the lung perynchyma was calculated using the area filter assuming the lung region covers between 1\% and 35\% of the total pixels included in the image under consideration while the range was obtained experimentally.

After obtaining the result from the marker-controlled watershed and area filtering, the output binary image (showing only the lung region) will be fused with the original image. Then cropping the part of the original image by cropping the part of the fused image segmented by the marker-controlled watershed and area filtering algorithms will mean segmenting the lung part of the original image. After that, a 7x7 wiener filter was applied on the fused image aiming for further smoothing in which the result will be used later in the image feature extraction and segmentation stage. The cropping was done using the developed Graphical User Interface (GUI). A 3x3 wiener filter was further applied on the cropped image to avoid blurry edges and reduce noise level. All lung ROIs cropped using the above procedure are resized into dimension 120x150 in order to bring all to a common resolution before further processing. The resizing also has computational advantages by reducing the memory requirement of the 2D rotational invariant transform.
4.2.2 IMAGE ENHANCEMENT

At this stage, two techniques of spatial domain image enhancement were implemented on the pre-processed images: successive mean quantization transform (SMQT) and the adaptive gamma correction, both introduced in Chapter 3; the first enhancement was used to create a better contrast image. An 8-level SMQT was used in this regard. Here the cropped and resized image from the previous stage will be enhanced. Before using the SMQT, the depth of the image will be reduced from 16-bit to an 8-bit image. This will ensure fast computation and efficient memory consumption for the later stage. The SMQT delivers quantization to the pixel intensities of the input image. The quantization characterizes the image intensities with finite intensity values. This does ensure reduction of image information to only specific groups of pixel intensities. This would help for characterizing the image by specific intensity feature which will later be used in image feature extraction and segmentation. However, the enhancement introduces some unnecessary intensity values. This is because of its dependency on the mean. If it has greater value than the mean, it will be categorized under some group. As a result, boundary valued intensities will have intensities that they don’t have. Therefore, another enhancement technique was required to rectify the error and enhance the images. For this adaptive gamma correction was implemented. Adaptive gamma correction would enhance the image contraction that could be resulted from the SMQT. This enhancement would correct contrast and brightness as well (as explained in Chapter 3). The result of the processing was shown using an HSV (Hue, Saturation, Value) pseudo-coloring scheme. This was used because it is often very difficult to see slight intensity differences in grayscale-images and the HSV color converted CT images were visually more informative than the processed grayscale images due to the property of the HSV color space mapping to the human color vision. And it separates the intensity and the color. The HSV pseudo-coloring was done automatically using a Matlab built-in function. Whereas the SMQT and the adaptive gamma correction functions were coded from respective algorithms.

4.2.3 IMAGE FEATURE EXTRACTION AND SEGMENTATION

This stage is the most crucial part of the cancer detection procedure. It extracts useful image features and segments the image accordingly. The pre-processed and later spatially
enhanced image has to be first transformed from the spatial domain to a joint space-frequency domain using the rotation invariant S transform. The rotation invariant S transform does have a 4D output. Hartley implementation of the rotation invariant S transform was used here. The real domain computation using the Hartley transform has a remarkable advantage in the efficiency of the computation as well as the memory requirement. After the frequency components are found, the amplitude spectrum was used to calculate the local power (the square of the amplitude). The amplitude spectrum was used instead of phase content of the transform since phase contains too much information which makes it difficult to extract useful features for specific application. Once the power is computed at each spatial position and for each spatial frequency in both $x$ and $y$ directions, the resultatnt power was computed as the sum of the powers at each spatial position using contributions from each spatial frequency components. The median, mean, kurtosis and skewness were also tested to compute the resultant power. However, the sum was found more informative. The resultant power then creates what we call in this thesis research the signature map which is the 2D image used for further image processing.

After the signature map is computed and normalized between 0 and 1, another step for image contrast enhancement was used. This is gamma correction. Through repetitive trials (from 20th power upto 10th root) on the image, the 10th root gamma correction was found to be adequate for all tested images. Image subtraction was later applied by computing the difference between the SMQT and adaptive gamma enhanced image and the gamma corrected image. Then the difference is added back to the image output of the pre-processing stage which is smoothed by the 7x7 wiener filter.

4.2.4 IMAGE CLASSIFICATION

This step was carried out by applying simple thresholding on the signature maps generated from the previous stage. Before thresholding, all signature maps were normalized between 0 and 1. As presented in the results section of this thesis, lung cancers appear green or cyan color on the generated signature maps and keeping those normalized signature map values between the interval [0.165, 0.2974] was able to completely segment the lung cancers from the rest of the background. This was done by applying a Gaussian thresholding.
4.3 Testing and Validation

Tests have been done on the DICOM images acquired from the TCIA database to check the efficacy of the proposed system. Sensitivity, specificity and overall accuracies were calculated to quantify the performance of the proposed scheme where true positives, true negatives, false positives and false negatives had to be calculated using the available ground truth information as a gold standard. If we assume positive is for affected lung nodules and negative for healthy lung nodules, then true positive (TP) signifies the number of cases correctly identified as abnormal, false positive (FP) is the number of cases incorrectly identified as abnormal, true negative (TN) is the number of cases correctly identified as normal while false negative (FN) signifies the number of cases incorrectly identified as normal. Sensitivity, specificity and overall accuracy measures were performed based on the TP, FP, TN and FN values using formulas used in previous literatures [33].

In addition to the quantitative evaluation, the performance of the proposed method has also been compared qualitatively against other segmentation results already reported in different published journal articles.

4.4 Materials Used

The entire lung cancer detection scheme has been implemented on a Matlab platform (Matlab 2013a). Codes and tutorials from mathworks have also been utilized. The proposed algorithm was developed on a Toshiba laptop (dual core @ 2GHz, 6 GB RAM, Microsoft Windows OS). The images acquired from the TCIA database were all grayscale, 16-bit, 512x512 resolution DICOM images acquired using a low dose CT imaging modality with helical mode scan option [32].
CHAPTER 5

RESULTS AND DISCUSSIONS

5.1 INTRODUCTION

Selected qualitative and quantitative results have been presented in this chapter to demonstrate the effectiveness of the proposed cancer detection scheme accompanied by discussions.

5.2 QUALITATIVE RESULTS

5.2.1 RESULTS FROM IMAGE PRE-PROCESSING

![Results from image pre-processing](image)

**Figure 5.1: Results from the pre-processing of the DICOM images:**

(A) The original DICOM image with stretched contrast in the interval $[0,1]$, (B) output of marker-controlled watershed transform binary image, (C) area filtering applied on the binary image in (B), (D) fusing of original DICOM image and the binary image from (C), (E) and (F) are results after cropping is applied on the image in (D) and (A) respectively.
Figure 5.1 presents a typical output during the pre-processing stage of the proposed algorithm. The original 16-bit depth, 512x512 resolution DICOM image was contrast stretched before the marker-controlled watershed algorithm and area filtering were applied. The threshold value used to generate the watershed processed image was derived using Otsu’s algorithm. The area filtering operation effectively segmented the lung parenchyma region. The final cropped image was able to retain the lung region with the surrounding tissues ready for further processing. The automated cropping is needed not only to select out the region of interest (the lung and its surrounding tissues) but also to make further processing computationally efficient. We notice that the 2D rotationally invariant S transform returns a 4D matrix output for a 2D gray scale discrete image as an input and hence requires a large memory to store. Cropping lessens the computational requirement considerably. One thing is obvious: it is possible to crop out the lung region with its surrounding tissue structures manually. But that is going to be too subjective and time consuming. The automation proposed here is both effective in cropping out the correct region of interest and at the same time very efficient as it needs only fraction of seconds to run. After that, the image will be filtered by 3x3 wiener filter to reduce blurring edges. Then the image will be resized to [120,150] to reduce memory requirement for the computation. The output of the cropping and resizing are shown on E and F sections of Figure 5.1. The image on E is the fused image which later be used in the feature extraction section after passing through smoothing by the 7x7 wiener filter.

5.2.2 Results from Image Enhancement

Figure 5.2 demonstrates the second stage results before feature extraction and segmentation: application of SMQT and gamma correction on the pre-processed images. What is noticeable is what happened to the histogram of the input images after the application of SMQT and gamma correction. The histograms show that the images have been very well quantized making the images ready for effective segmentation. Bunched up picks on the histogram plot depict different objects on the images.
Figure 5.2: Results from the image enhancement of the pre-processed image:
(A) is the input image, (D) is the SMQT enhanced image and (G) is the gamma corrected image. (B), (E) and (H) are the original, SMQT enhanced and the gamma corrected images plotted in the HSV color space respectively while (C), (F) and (I) are the respective grayscale histograms.
5.2.3 RESULTS FROM IMAGE FEATURE EXTRACTION AND SEGMENTATION

Figure 5.3: Results of the rotation invariant S-transform:

(A) is the sample frequency component of the S transform at pixel coordinates (25, 90, :, :), (B) is the sample S transformed amplitude spectrum image at x-wavenumber $\omega_x = 34$ and y-wavenumber $\omega_y = 34$, (C) shows the power map computed by summing the resultant local powers (sums of squares of amplitudes) at each coordinate location.

Figure 5.3 presents the local amplitude spectra (sliced from the 4D S transform at different frequency and spatial coordinate values) as well as the power map both generated after the application of the rotation invariant S transform on a typical CT lung image. Image C shows the output of calculating the power (as discussed in the methodology) and the sum.

Figure 5.4: Images used for image feature extraction:

(A) is the input image after SMQT and gamma correction were applied, (B) is the power map computed from the rotation invariant S transform, and (C) is the wiener smoothed image after the marker-controlled watershed transform is applied. The red lines depict conformed lung tumor locations.

Figure 5.4 demonstrates the outputs of the application of the SMQT and gamma correction, rotation invariant S transform (power map) and marker-controlled watershed transform (followed by wiener filtering) from, left to right respectively. We could concentrate on the SMQT and gamma corrected as well as on the power map images. If we look at the tumor
area enclosed inside the red contour, we see that it is high intensity on the gamma corrected image while it appeared dark on the power map. If we subtract one from the other then, it will enhance the tumor region (abnormal lung nodules) significantly without that much affecting the surrounding tissues. Note that the power map is computed by taking the square of the local amplitudes. Other than taking the square, using different powers could affect the final subtracted image significantly. Different power values have been checked in this regard: 1/20, 1/9, 1/8, 1/7, 1/6, 1/5, 1/4, 1/3, 1/2, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10. Generally power values which are less than 1 are found more informative. Figure 5.5 presents the image subtraction results between the SMQT enhanced plus gamma corrected image and that of different powers applied on the resultant magnitude of the S transform (powers 1, ½ and 1/10). Qualitative analysis done on most of the image samples considered showed that the 1/10 power offered the best visual results. In Figure 5.6 these subtracted images were replotted by a color indexing scheme in the HSV space. It is clear that subtracting the enhanced images from the 1/10 root of the resultant amplitude of the S transform resulted in the most compact lung tumor signatures.
Figure 5.5: Images obtained by subtracting roots of the magnitude image from the enhanced image.

A, D, and G are the SMQT + Gamma corrected images (with a tumor shown inside the red contour);
B, E, and H are the magnitude images with roots 1, ½ and 1/10 respectively; C, F and I are the results of subtracting the magnitude images from the enhanced image.
Figure 5.6: Images obtained by subtracting roots (1, \( \sqrt{2} \) and \( 1/10 \) from top to bottom respectively) of the magnitude image from the enhanced image (first column) and the same using HSV color indexing (second column).
Figure 5.7 presents the final segmented images ready for further classification. It is clear from the figures that using the 1/10 root of the magnitude, subtracting the enhanced images from the magnitude images summed with the watershed smoothed images was able to display a clear lung cancer signature (green signature) on the HSV color indexing map. It was assumed that the information that is derived from these signatures could be used to accurately and automatically detect lung cancers making the classification procedure quite straightforward. In most of the image data considered in this thesis, the green signatures fairly match manual delineations performed clinically.
5.2.4 Result of image classification

Figure 5.8: Normal images (controls) with no sign of lung tumors (first column) and classification results showing no green signatures (second column).
Figure 5.9: Images showing some manifestations of lung tumors confirmed clinically (first column) and the respective classified images where green signatures depict lung cancers (right column).

Figure 5.8 and Figure 5.9 present classification results for two groups of images: the first groups shown in Figure 5.8 composed of normal cases (control subjects) with no
manifestation of lung cancers. Looking at the final signature maps in the HSV color space, no green signatures were seen confirming that the cases were indeed cancer free. The second group shown in Figure 5.9 contains lung images taken from lung cancer patients confirmed clinically. The location of the lung cancers varies from patient to patient as could be seen on the figures. Well compact cancer signatures (green signatures) are visible on the HSV color map showing the effectiveness of the proposed detection scheme. Similar results were found on most other images considered in this study.

5.2.5 Results from low contrast images

In order to check the robustness of the proposed cancer detection and classification algorithm, different images with variable degrees of difficulty were considered in this thesis work. Figure 5.10 presents visually low contrast lung images with some manifestation of cancers confirmed clinically. Not only the images were of low contrast but also the tumors were small in size pronouncing the degree of difficulty. Interestingly the proposed algorithm was able to detect all cancers accurately (green signatures). The low-resolution images were 8-bit images with size 140 x 220.

Figure 5.10: Low resolution abnormal images with some manifestation of lung cancers (left column) and the respective classification results (right column).
5.3 Quantitative Results

Table 1 presents the true positive, false positive, true negative and false negative values computed by comparing the classification outputs of the proposed algorithm with the available ground truth information used in this study as a gold standard. The first 17 cases were normal and abnormal nodules taken from sample (random sampling) images acquired from the TCIA database while the rest are only normal nodules taken from snapshots of lung images used in previously published journal articles. Accordingly sensitivity, specificity and overall accuracy values were computed as follows:

<table>
<thead>
<tr>
<th>Status of lung</th>
<th>Total nodules</th>
<th>Abnormal nodules</th>
<th>Normal nodules</th>
<th>FP</th>
<th>FN</th>
<th>TP</th>
<th>TN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abnormal</td>
<td>26</td>
<td>1</td>
<td>25</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>25</td>
</tr>
<tr>
<td>Normal</td>
<td>40</td>
<td>0</td>
<td>40</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>40</td>
</tr>
<tr>
<td>Abnormal</td>
<td>8</td>
<td>1</td>
<td>7</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>Normal</td>
<td>14</td>
<td>0</td>
<td>14</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>12</td>
</tr>
<tr>
<td>Abnormal</td>
<td>26</td>
<td>1</td>
<td>25</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>25</td>
</tr>
<tr>
<td>Normal</td>
<td>20</td>
<td>0</td>
<td>20</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>20</td>
</tr>
<tr>
<td>Abnormal</td>
<td>27</td>
<td>1</td>
<td>26</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>26</td>
</tr>
<tr>
<td>Normal</td>
<td>25</td>
<td>0</td>
<td>25</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>25</td>
</tr>
<tr>
<td>Abnormal</td>
<td>20</td>
<td>1</td>
<td>19</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>19</td>
</tr>
<tr>
<td>Normal</td>
<td>25</td>
<td>0</td>
<td>25</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>24</td>
</tr>
<tr>
<td>Abnormal</td>
<td>30</td>
<td>1</td>
<td>29</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>29</td>
</tr>
<tr>
<td>Normal</td>
<td>26</td>
<td>0</td>
<td>26</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>26</td>
</tr>
<tr>
<td>Abnormal</td>
<td>26</td>
<td>1</td>
<td>25</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>23</td>
</tr>
<tr>
<td>Normal</td>
<td>30</td>
<td>0</td>
<td>30</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>26</td>
</tr>
<tr>
<td>Abnormal</td>
<td>17</td>
<td>1</td>
<td>16</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>16</td>
</tr>
<tr>
<td>Abnormal</td>
<td>20</td>
<td>1</td>
<td>19</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>19</td>
</tr>
<tr>
<td>Normal</td>
<td>10</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>Abnormal</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Abnormal</td>
<td>20</td>
<td>2</td>
<td>18</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td>Abnormal</td>
<td>17</td>
<td>1</td>
<td>16</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>Abnormal</td>
<td>12</td>
<td>1</td>
<td>11</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>11</td>
</tr>
<tr>
<td>Abnormal</td>
<td>25</td>
<td>2</td>
<td>23</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>23</td>
</tr>
<tr>
<td>Abnormal</td>
<td>25</td>
<td>1</td>
<td>24</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>22</td>
</tr>
<tr>
<td>Abnormal</td>
<td>19</td>
<td>1</td>
<td>18</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>Total nodules</td>
<td>512</td>
<td>18</td>
<td>494</td>
<td>14</td>
<td>3</td>
<td>15</td>
<td>480</td>
</tr>
</tbody>
</table>
\[
\text{Accuracy} = \left( \frac{TP+TN}{TP+FN+FP+TN} \right) \times 100
\]

\[
= \left( \frac{495}{512} \right) \times 100 = 96.68\%
\]

\[
\text{Sensitivity} = \left( \frac{TP}{TP+FN} \right) \times 100
\]

\[
= \left( \frac{15}{15+3} \right) \times 100 = 83.33\%
\]

\[
\text{Specificity} = \left( \frac{TN}{TN+FP} \right) \times 100
\]

\[
= \left( \frac{480}{480+14} \right) \times 100 = 97.1\%
\]

The algorithm achieved a commendable specificity of 97.1\%, sensitivity of 83.3\% and overall accuracy of 96.68\%. Many image samples with different degrees of difficulty have been considered during the computation of the classification accuracy and the results obtained clearly showed the great promises of the proposed algorithm.

The computational efficiency of the proposed algorithm has also been checked. Accordingly, it takes an average of 65.41 seconds for the entire algorithm to run (on a Matlab platform) starting from loading a given CT lung image until a final classification result is found. The time of computation is reasonably low compared to other more complicated methods reported in the literature.
CHAPTER 6

CONCLUSION AND RECOMMENDATION

6.1 CONCLUSION

The main objective of the thesis was to design a robust, simple and accurate computer aided
detection method for lung cancers based on low dose CT images of the lung. A number of
literatures were reviewed to understand implementations of existing lung image analysis
techniques. The application of integral transforms was given more emphasis. It was found
out that the 2D rotation invariant S transform was a more convenient tool which could be
used for effective and efficient analysis of the lung CT images.

Promising results were obtained using the application of the S transform based lung cancer
detection and segmentation tool developed in this thesis. Enough image data have been
tested to check the performance of the proposed algorithm. The image data was composed
of subjects with different degrees of difficulties to check the robustness of the algorithm.
In all cases the algorithm performed very well with an overall accuracy of about 96%.

6.2 RECOMMENDATIONS AND FUTURE WORKS

Though the performance of the proposed algorithm is found to be promising, however,
there are still rooms for improvement. Enhancing the sensitivity is one major issue. The
clinical validation of the work is also missing in the current study. This might require
testing to be carried out on more number of data, inclusion of an observer study as well as
piloting. These and similar other issues need much further investigations. Development of
a complete CADx system is also worth trying. It takes about 65 seconds for the entire
algorithm to run until a final classification result is generated on a Matlab platform. At this
stage of the research, no rigorous effort was exerted on optimizing the program used to
implement the algorithm. If optimized, the algorithm could run very fast and be applicable
in real time processing which requires more work to be carried out.
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APPENDICES

The Matlab Code

% Image read and contrast stretch for display
im = dicominfo('C:\\'\"\"\\'\"\"\\'\"\"\\'\"\"\\'RIDER-1500037140\000129.dcm');
im2 = dicomread(im);
im2 = imadjust (im2, stretchlim(im2), [0 1]);

% Image pre-processing, cropping and resizing
% application of marker-controlled watershed transform and area
% filter
im2 = im2double(im2);
[im3 bw] = watershed1(im2);
[im2 rect] = imcrop(im2);
im3 = imcrop(im3, (rect));
im2 = imresize(im2, [120 150]);
im3 = imresize(im3, [120 150]);

% Image smoothing through wiener filtering
im2 = wiener2(im2, [3 3]);

% Image enhancement by successive quantization transform and
% adaptive gamma
im2 = sqmt1(uint8(im2));

% The rotation invariant S-transform code from Dr. Dawit et al
rstd = PH_rot_inv1(im2);

% Calculation of power from the transformed image
for i = 1 : xr
    for j = 1 : xc
        m = ((rstd(i, j, :, :)).^2);
        I1(i,j) = (sum(sum(m)));
    end
end

% Normalizing the output data from the transform
I1 = I1 / max(max(I1));

% Smoothing the value from the marker-controlled watershed
transform
im3 = wiener2(im3, [7 7]);

% Combinations of the three data for feature extraction and
% thresholding
dm = imsubtract(im2, real(power(I1,10))) + im3;
x3 = threshimage(x / max(max(x)));